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Why This Book Is for You

Art and science sometimes appear in juxtaposition, one aesthetic, the other
analytical. This book bridges the two cultures. | have written it for the artist who is
willing to devote a modicum of effort to understanding the mathematical world of
the scientist and for the scientist who often overlooks the beauty that lurks just
beneath even the simplest equations.

If you are neither artist nor scientist, but own a personal computer for which
you would like to find an exciting new use, this book is also for you. Fractals
generated by computerrepresent anew art formthat anyone can appreciate and
appropriate. You don't have to know mathematics beyond elementary algebra,
and you don’t have to be an expert programmer. This book explains a simple, new
technique for generating a class of fractals called strange attractors. Unlike other
books about fractals that teach you to reproduce well-known patterns, this one will
let you produce your own unlimited variety of displays and musical sounds with a
single program. Almost none of the patterns you produce will ever have been seen
before.

To get the most out of this book, you will need a personal computer, though
itneed notbe afancy one. It should have a monitor capable of displaying graphics,
preferably in color. Some knowledge of BASIC is useful, although you can just type
in the listings even if you don’t understand them completely. For those of you who
are C programmers, | have provided an appendix with an equivalent versionin C.
You may find the exercises in this book an enjoyable way to hone your program-
ming skills. As you progress through the book, you will gradually develop a very
sophisticated computer program. Each step is relatively simple and brings exciting
new things to see and explore. Alternately, you can use the accompanying disk
immediately to begin making your own collection of strange attractors.



Strange Attractors

How to find them, those regions
Of space where the equation traces
Over and over a kind of path,
Like the moth that batters its way
Back toward the light
Or, hearing the high cry of the bat,
Folds its wings in a rolling dive?

And ourselves, fluttering toward and away
In a pattern that, given enough
Dimensions and point-of-view,
Anyone living there could plainly see—
Dance and story, advance, retreat,

A human chaos that some slight
Early difference altered irretrievably?

For one, the sound of her mother
Crying. For this other,

The hands that soothed
When he was sick. For a third,
The silence that collects
Around certain facts. And this one,
Sent to bed, longing for a nightlight.

Though we think this fime to escape,
Holding a head up, nothing wrong,
Finding a way to beat the system,
Talking about anything else—
Travel, the weather, time
At the flight simulator—for some
The journey circles back

To those strange, unpredictable attractors,
Secrets we can neither speak nor leave.

—Robin S. Chapman



Chapter 1

Order and Chaoos

This chapter lays the groundwork for everything that follows in the book.
Nearly all the essential ideas, mathematical techniques, and programming tools
you need are developed here. Once you've mastered the materialin this chapter,
the rest of the book is smooth sailing.

1.1 Predictability and Uncertainty

The essence of science is predictability. Halley's comet will refurn to the
vicinity of Earth in the year 2061. Not only can astronomers predict the very minute
when the next solar eclipse will occur but also the best vantage point on Earth from
which to view it. Scientific theories stand or fall according to whether their predic-
tions agree with detailed, quantitative observation. Such successes are possible
because most of the basic laws of nature are deterministic, which means they allow
us to determine exactly what will happen next from a knowledge of present
conditions.

However, if nature is deterministic, there is no room for free wil. Human
behavior would be predetermined by the arrangements of the molecules that
make up our brains. Every cloud that forms or flower that grows would be a direct
and inevitable result of processes set info motion eons ago and over which there
is no possibility for exercising control. Perfect predictability is dull and uninteresting.
Such is the philosophical dilemma that often separates the arts from the sciences.

One possible resolution was advanced in the early decades of the 20th
century whenitwas discovered that the quantum mechanicallaws that govern the
behavior of atoms and their constituents are apparently probabilistic, which means
they allow us to predict only the probability that something will happen. Quantum
mechanics has been extremely successful in explaining the submicroscopic world,
but it was never fully embraced by some scientists, including Albert Einstein, who
until his dying day insisted that he did not believe that God plays dice with the
Universe.

Since the 1970s science has been undergoing an intellectual revolution that
may be as significant as the development of quantum mechanics. It is now widely
understood that deterministic is not the same as predictable. An example is the
weather. The weatheris governed by the atmosphere, and the atmosphere obeys



deterministic physical laws. However, long-term weather predictions have im-
proved very little as aresult of careful, detailed observations and the unleashing of
vast computer resources.

The reason for this unpredictability is that the weather exhibits extreme
sensitivity to initial conditions. A tiny change in today's weather (the initial condi-
tions) causes a larger change in tomorrow’s weather and an even larger change
in the next day’s weather. This sensitivity to initial conditions has been dubbed the
butterfly effect, because itis hypothetically possible for a butterfly flapping its wings
in Brazil to set off tornadoes in Texas. Since we can never know the initial conditions
with perfect precision, long-term prediction is impossible, even when the physical
laws are deterministic and exactly known. It has been shown that the predictability
horizon in weather forecasting cannot be more than two or three weeks.

Unpredictable behavior of deterministic systemshas been called chaos, and
it has captured the imagination of the scientist and nonscientist alike. The word
"chaos" wasintroduced by Tien-Yien Liand James A. Yorke in a 1975 paper entitled
"Period Three Implies Chaos." The term "strange attractors," from which this book
takes its title, first appeared in print in a 1971 paper entitled "On the Nature of
Turbulence," by David Ruelle and Floris Takens. Some people prefer the term
"chaotic attractor," because what seemed strange when first discovered in 1963 is
now largely understood.

It'snot hard toimagine thatif a systemis complicated (with many springs and
wheels and so forth) and hence governed by complicated mathematical equao-
tions, then its behavior might be complicated and unpredictable. What has come
as a surprise fo most scientists is that even very simple systems, described by simple
equations, can have chaotic solutions. However, everything isnot chaotic. After all,
we can make accurate predictions of eclipses and many other things. An even
more curious fact is that the same system can behave either predictably or
chaotically, depending on small changes in a single term of the equations that
describe the system. For thisreason, chaos theory holds promise for explaining many
natural processes. A stream of water, for example, exhibits smooth (laminar) flow
when moving slowly and irregular (furbulent) flow when moving more rapidly. The
transition between the two can be very abrupt. If two sticks are dropped side-by-
side info a stream with laminar flow, they stay close together, but if they are
dropped into a turbulent stream, they quickly separate.

Chaotic processes are not random; they follow rules, but even simple rules
can produce extreme complexity. This blend of simplicity and unpredictability also
occurs in music and art. A piece of music that consists of random notes or of an
endless repetition of the same sequence of notes would be either disastrously



discordant or unbearably boring. Likewise, a work of art produced by throwing
paint at a canvas from a distance or by endlessly replicating a pattern, as in
wallpaper, is unlikely to have aesthetic appeal. Nature is full of visual objects, such
as clouds and frees and mountains, aswell as sounds, like the cacophony of excited
birds, that have both structure and variety. The mathematics of chaos provides the
tools for creating and describing such objects and sounds.

Chaos theory reconciles our intuitive sense of free will with the deterministic
laws of nature. However, it has an even deeper philosophical ramification. Not only
do we have freedom to control our actions, but also the sensitivity to initial
conditions implies that even our smallest act can drastically alter the course of
history, for better or for worse. Like the butterfly flapping its wings, the results of our
behavior are amplified with each day that passes, eventually producing a com-
pletely different world than would have existed in our absence!

1.2 Bucks and Bugs

Enough philosophizing—it's time to look at a specific example. This example
requires some mathematics, but the equations are not difficult. The ideas and
terminology are important for understanding what is to follow.

Suppose you have some money in a bank account that provides interest,
compounded yearly, and that you don’t make any deposits or withdrawals. Let’s
let X represent the amount of money in your account. When the time comes for the
bank to credit yourinterest, its computer does so by multiplying X by some number.
With aninterest rate of 10%, the numberis 1.1, and your new balanceis 1.1 X. If your
balanceinthe nthyearis X, (where nis 1 after the first year, 2 after the second, and
so forth), your balance in the yearn +1 is

Xn +1 =R Xp (Equation 1A)
where R is equal to 1.0 plus your interest rate. (R is 1.1 in this example.)

You probably know that such compounding leads to exponential growth. In
terms of the initial amount X, the amount in your account after n years is

Xpy = XoR" (Equation 1B)

After 50 years at 10% yearly interest, you willhave $117.39 for every dollar you
initially invested. The bank can afford to do this only because of inflation and



because money is loaned at an even higher interest rate.

Equation TAis applicable to more than compound interest. It's how many of
us have our salaries determined. It also describes population growth. Imagine some
species of bug that lives for a season, lays its eggs, and then dies (thus avoiding the
confusion of overlapping generations). The next year the eggs hatch, and the
number of bugs is some constant R times the number in the previous year. If R is less
than 1, the bugs die out over a number of years; and if R is greater than 1, their
number grows exponentially.

You also know that exponential growth cannot go on forever, whether it be
bucks in the bank, bugs in the back yard or people on the planet. Eventually
something happens, such as the depletion of resources, to slow down or even
reverse growth. Mass starvation, disease, crime, and war are some of the mechao-
nisms that limit unbridled human population growth. Thus we need to modify
Equation TA in some way if it is to model growth patterns in nature more closely.

Perhaps the simplest modification is to multiply the right-hand side of Equa-
tion 1A by atermsuch as (1 -X), whose value approaches 1 as X gets smaller (much
less than 1) but is less than 1 as X increases. Since the population dies abruptly as X
approaches 1, we must think of X = 1 as representing some large number of dollars
or bugs (say a million or a billion); otherwise we would never get very farl So our
modified equation, called the logistic equation, is

Xn +1 =R X (1-Xp) (Equation 1C)

Now you're going to get your first homework assignment. Take your pocket
calculator and start with a small value of X, say 0.1. To reduce the amount of work
you have to do, use a fairly large value of R, say 2, corresponding to a doubling
every year. Run X through Equation 1C a few times and see what happens. This
process is called iteration, and the successive values are called iterates. If you did
it right, you should see that X grows rapidly for the first couple of steps, and then it
levels off at a value of 0.5. The first few values should be approximately 0.1, 0.18,
0.2952, 0.4161, 0.4859, 0.4996, and 0.5. Compare your results with the unbounded
growth of Equation TA.

You might have predicted the above result, if you had thought to set X, 4
equal to X, in Equation 1C and solved for Xp. This value is called a fixed-point
solution of the equation, because if X ever has that value, it remains fixed there
forever. Such a fixed-point solution is sometimes called a point attractor, because
everyinitial value of X between0and 1 is attfracted to the fixed pointuponrepeated
iteration of Equation 1C. Try initial values of X = 0.2 and X = 0.8. A fixed point is also



called a critical point, a singular point, or a singularity.

If you're curious, you might wonder what happens if you start with a value of
Xless than 0, such as -0.1, or greater than 1, such as 1.1. You should verify that the
iterates are negative and that they get larger and larger, eventually approaching
minus infinity. We say that the solution is unbounded and that it aftracts to infinity.
Thus the values of X =0 and X = 1 are like a watershed. Between these values the
solution is bounded, and outside these values it is unbounded.

The region between X =0 and X = 1 is called a basin of atftraction because
it resembles a bathroom basin in which drops of water find their way to the drain
from wherever they start. X =0is also a fixed point, but it is unstable because values
either slightly above or slightly below zero move away from zero. Such an unstable
fixed point is sometimes called a repellor. Chaos can result when two or more
repellors are present; the iterates then bounce back and forth like abaseballrunner
caught in a squeeze play.

Equations that exhibit chaos have solutions that are unstable but bounded;
the solution never settles down to a fixed value or even to arepeating pattern, but
neitherdoesit move off toinfinity. Sometimeswe say that such equations are linearly
unstable but nonlinearly stable. Small perturbations to the system grow, but the
growth ceases when the nonlinear terms become important, as eventually they
must. Anotherway to say itis that the fixed points are locally unstable, but the system
is globally stable. In this case initial conditions are drawn to a special type of
attractor called asfrange attractor, whichis not a point or even afinite set of points
but rather a complicated geometrical object whose properties constitute the
subject of this book.

See what happens if you substitute X =0 or X = 1 into the logistic equation. As
a check on your calculations, or in case you didn't do your homework, Table 1-1
shows the successive iterates of X for each of the cases we have discussed.

Table 1-1. Iterates of the logistic equation for various initial values of X with R=2

n=20 n=1 n=2 n =3 n =4 n=>5 n==~o6
0.1 0.18 0. 2952 0. 4161 0. 4859 0. 4996 0.5
0.2 0.32 0. 4352 0. 4916 0. 4999 0.5 0.5
0.8 0.32 0. 4352 0. 4916 0. 4999 0.5 0.5
-0.1 -0.22 -0.5368 -1. 6499 -8. 7442 -170. 41 -58421
1.1 -0.22 -0.5368 -1. 6499 -8. 7442 -170. 41 -58421
0.0 0.0 0.0 0.0 0.0 0.0 0.0
1.0 0.0 0.0 0.0 0.0 0.0 0.0
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An equation, such as the logistic equation, that predicts the next value of a
quantity from the previous value is called aniterated map because it is like aroad
map in which each point on the earth is mapped to a corresponding point on a
piece of paper. The logistic equation is a one-dimensional map because the
various X values can be thought of as lying along a straight line that stretches from
minus infinity to plus infinity. Each iteration of the map moves every point along the
line to a new position on the line. For the example above with R = 2, all the points
between X =0 and X = 1 walk toward X = 0.5, where they stop and remain. Other
pointsrun faster and faster toward the end of the line that stretches to minus infinity.

The logistic equation is an example of a quadratic iterated map, so called
because if you multiply out the right-hand side of Equation 1C, ithasnotonly alinear
term RX, but also a quadratic (squared) term —Ran. Quadratic maps are
noninvertable because you can find X547 from X,, but can’'t go backward
because there are two values of X, that produce the same X4 7, and there is no
way of knowing from which it came. Forexample, Table 1-1 shows that Xy =0.2 and
Xp = 0.8 both produce X; =0.32. These are the two roofs of the quadratic equation
that you get if you try to solve for X, in Equation 1C in terms of X47.

The graph of X547 versus X, is a curve called a parabola. Because a
parabola is not a straight line, the map is said to be nonlinear. Chaos and strange
attractors require nonlinearity. The interesting and surprising behavior of nonlinear
iterated maps is the basis for much of this book.

The first surprising result occurs if you iterate Equation 1C with R = 3.2 and an
initial value of Xinthe range of 0 to 1. After a few iterations the solution will alternate
between two values of approximately 0.5130 and 0.7995. This is called a period-2
limit cycle. Like the fixed point, the limit cycle is another type of simple attractor. It
is sometimes called a periodic or cyclic attractor.

It'snot hard to see how cyclic behavior might arise in nature. If the population
of beetles grows too large, they deplete the plants on whom they depend for food.
With too few plants, the beetles die out, allowing the number of plants to recover,
leading to the next cycle of beetle growth, and so forth.

Increase R a bit more to 3.5, andrepeat the calculation. The resultis a period-
4 limit cycle with four values of approximately 0.5009, 0.8750, 0.3828, and 0.8269. If
you keep increasing R by eversmaller amounts, the period of the limit cycle doubles
repeatedly, finally reaching chaotic behavior (an infinite period) at about R =
3.5699456. This value is sometimes called the Feigenbaum point, after Mitchell J.
Feigenbaum, a contemporary mathamatician who discovered many of the inter-
esting properties of one-dimensional maps.



When chaos occurs, the successive iterates fluctuate in an apparently
random and irreproducible manner. The chaotic behavior persists up to R = 4
except for an infinite number of small periodic windows. For R greater than 4, the
solution is unbounded, and the iterates attract rapidly to minus infinity.

The behavior described above can be summarized in a bifurcation diagram,
as shown in Figure 1-1, in which the limiting iterated values of the logistic equation,
after discarding the first few hundred iterates, are plotted for arange of R from 2 to
4. This plot is called the Feigenbaum diagram, and it resembles a tree on its side.
("Feigenbaum," appropriately but coincidentally, is German for "fig tree.") You see
the fixed-point solution for R less than 3, the period-doubling route to chaos, and the
periodic windows at large R. The chaotic regions toward the right side of the figure
are characterized by values of X that span a wide range and eventually fill the
region densely with points.

Figure 1-1. Bifurcation diagram for the logistic equation, Xn4+1 = RXp (1 - Xp)

1
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Each period doubling is called a bifurcation because a single solution splits
into a pair of solutions. These splittings are called pitchfork bifurcations for obvious
reasons. Note the period-3 window at about R = 3.84. The period-3 region begins
abruptly when R is increased slightly from within the chaotic region toits left in what
is called a fangent or saddle-node bifurcation. Careful inspection of the period-3
window shows that it also undergoes a period-doubling sequence at about R = 3.85.
Solutions with every period can be found somewhere between R =3 and R = 4.

Successive period doublings occur with ever-increasing rapidity as one
moves fromleft torightin Figure 1-1.Theratio of the width of eachregion to the width
of the previous region approaches a constant equal to 4.669201660910..., called
the Feigenbaum number. Even more remarkable is that this number arises in many
different chaotic systems in nature as well as in the solutions of equations. The
universality of the Feigenbaum numberin chaosisreminiscent of the ubiquity of the
number p in Euclidean geometry.

With R = 4 the solutions occupy the entire intervalfrom X=01o X = 1. Eventually
X takes on a value arbitrarily close to any point in that interval (a characteristic
called topological transitivity). Curiously, however, infinitely many initial values of X
don't lead to a chaotic solufion even for R = 4. For example Xp = 0.5 and X = 0.75
lead to unstable fixed points, while X =0.345491... and X = 0.904508... produce an
unstable period-2limit cycle. By unstable we mean thatif the initial values are wrong
by even the slightest amount, successive iterates will wander ever farther away.

Eventhough there are infinitely many nonchaotic initial values between zero
and one, the chance that you will find one by randomly guessing is negligible. For
every such value, there are infinitely many others that produce chaos. Such a
seemingly paradoxical entity is an example of a Cantor set, named after the 19th-
century Russian-born German mathematician Georg Cantor whois often credited
with developing a mathematically rigorous concept of infinity.

A Cantorset containsinfinitely many members (in fact, uncountably infinitely
many), but its members represent a zero fraction of the totall For example, infinitely
many points arerequired to cover completely the circumference of a circle, but this
number of points doesn’'t even begin to cover its interior. Such a collection (or set)
of points, although infinite in number, is said to comprise a set of measure zero,
because the points fill a negligible portion of the plane. An attractor is a set of
measure zero, but its basin of attraction has a nonzero measure.

Few people would have guessed that such complexity could arise from such

underlying simplicity. Furthermore, the logistic equation is only the simplest of an
endless variety of equations that can exhibit chaos. Itis this dichotomy of simplicity
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and complexity that makes chaos beautiful to the mathematician and artist alike.
In the bifurcation diagram of the logistic equation, we have something with
aesthetic appeal, and it came from a simple quadratic equation!

1.3 The Butterfly Effect

If our goalis to seek chaotic behavior in the solution of equations, we need
a simple way to test for chaos. For this purpose we use the fact that chaotic
processes exhibit extreme sensitivity to initial conditions, in contrast to regular
processes in which different starting points usually converge to the same sequence
of points on a simple attractor.

Suppose we iterate the logistic equation with two initial values of X that differ
by only a tiny amount. Think of these values as representing two states of the
atmosphere that differ only by the flapping of the wings of a butterfly. If successive
iterates are attracted to a fixed point as they are forR = 2, the difference between
the two solutions must get smaller and smaller as the fixed point is approached. A
similar thing happens for alimit cycle. The difference between the two solutions will
on average decrease exponentially.

If the solution is chaotic, as is the logistic equation for R = 4, the successive
iterates for the two cases initially on average get farther apart; the difference
usually increases exponentially. If the difference doubles on average with every
iteration, we say the Lyapunov exponent is 1. If it is reduced by half, we say the
Lyapunov exponent is -1. The name comes from the late-19th-century Russian
mathematician Aleksandr M. Lyapunov (sometimes transliterated Liapunov or
Ljapunov).

You can think of the Lyapunov exponent as the power of 2 by which the
difference between two nearly equal X values changes on average for each
iteration. Thus the difference between the values changes by an average of 2L for
each iteration. If L is negative, the solutions approach one another; if L is positive,
we have sensitivity to initial conditions and hence chaos.

One way to detect chaos is to iterate the equation with two nearly equal
initial values and see if, after many iterations, the values are closer together or
farther apart. Anotherway is to make use of a principle of calculus that says that the
difference in the solutions after one iteration divided by the difference before the
iteration, provided the difference is small, is equal fo the derivative of the equation
for the map, which for the logistic equation is
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DXn+1 / DX = R(1 - 2XR) (Equation 1D)

where DX is the difference between the two values of X. In Equation 1D, DX, is the
difference in the X values after n iterations, and DXp, 4 is the difference after n+1
iterations.

Since DXincreases by the factoron theright of EQuation 1D foreachiteration,
the proper way to calculate the average is to start with a value of 1 and multiply it
repeatedly by the right-hand side of Equation 1D at each iteration, then divide the
result by the number of iterations, and finally take the logarithm to the base 2 of the
absolute value of the result to get the Lyapunov exponent. If you prefer an
equation, the preceding description is equivalent to

L=&logy |R(1-2Xu)| /N (Equation 1E)

where the vertical bars mean that you are to disregard the sign of the quantity
inside, and & means to sum the quantity toits right from a value of n =1 to a value
ofn=N,whereNissomelarge number.The largerthe value of N, the more accurate
the estimate of L.

Suppose you knew the value of X to within 0.01 for an iterated map with L =
1. After one iteration the uncertainty would be about 0.02, and after two iterations
the uncertainty would be about 0.04, and so forth. After about seven iterations, the
errorwould exceed 1, and your prediction would be totally worthless. If the X values
are expressed as binary numbers, each iteration would result in throwing away the
rightmost (least significant) binary digit (bit). Thus the units of L are bits per iteration.
Sometimes Lis expressed in terms of the naturallogarithm (base e) rather thanlogy.
The Lyapunov exponent is the rate at which information is lost when a map is
iterated.

Itis asif asuccession of cartographers each copied maps from one another,
but every time one was copied it was only half as accurate as the previous one. If
the original map were accurate to 1%, the next copy would be accurate to 2%, and
the seventh generation copy would bear norelation to the original. If the Lyapunov
exponent were -1, one bit of information would be gained at each iteration. Even
a completely unknown initial condition would eventually be perfectly accurate as
itapproachedtheknownfixedpointorlimitcycle.Unfortunately, negative Lyapunov
exponents are not the rule in cartography; otherwise all our maps would be self-
correcting!

15



Figure 1-2. Lyapunov exponent for the logistic equation

3.5 4

Figure 1-2shows the Lyapunov exponent for the logistic equation using values
of R from 2 to 4. The Lyapunov exponentis 1.0 at R = 4 because that value causes
the interval of X from 0 to 1 to be mapped backed onto itself with a single fold at
X =0.5.Thus information is lost at a rate of 1 bit per iteration, because each iterate
has two possible predecessors. You can also see some of the periodic windows
where L dips below zero toward the right edge of the plot. Also note that L is zero
wherever a bifurcation occurs, for example at R=2. At these points the solution is
fraughtwithindecision overwhich branchto take, and the initialuncertainty persists
forever, neither increasing nor decreasing.

16



1.4 The Computer Artist

By now you have probably surmised that the operations we have described
are best carried out by a computer. The equations are simple, but they must be
applied repeatedly. This is precisely the kind of task at which computers excel.

There are dozens of computer types and programming languages to choose
from. Currently the most popular computers are those based on the IBM PC running
the MS-DOS or IBM-DOS operating system (hereafter simply called DOS). The most
widely available programming language is BASIC (Beginner’s All-purpose Symbolic
Instruction Code), which usually comes bundled with the operating system soft-
ware included with the computer. A version of BASIC called QBASIC has been
included with DOS since version 5.0. BASIC may not be the most advanced
computer language, but it is one of the easiest to learn and to use, its commands
are close to ordinary English, and it is more than adequate for our purposes.
Furthermore, modern versions of BASIC compare favorably with the best of the
other languages.

The American National Standards Institute (ANSI) has established a standard
forthe BASIC language, but itis somewhat limited, and most versions of BASIC have
many additions and embellishments. We will intentionally use a primitive dialect to
ensure compatibility with most modern implementations and to simplify the trans-
lation into incompatible versions. In particular, the programs in this book should run
without modification under Microsoft BASICA, GW-BASIC, QBASIC, QuickBASIC,
VisualBASIC for MS-DOS; Borland International Turbo BASIC (no longer available);
and Spectra Publishing PowerBASIC on IBM PCs or compatibles. You will be
happiest using a modern compiled BASIC such as VisualBASIC or PowerBASIC on a
fast computer with a math coprocessor.

Appendix Cincludes information on franslating the computer programs into
other, partially incompatible dialects of BASIC, as well as source code for use with
VisualBASIC for Windows and Microsoft QuickBASIC for the Macintosh. Appendix D
contains a translation into Microsoft QuickC. The BASIC programs use line numbers,
which have been obsolete since the mid-1980s, but they are harmless, and they
provide a convenient way to reference lines of the program and to indicate where
in the program a change is to be made.

If you follow sequentially through this book, you willneed to add and change
a only few lines of the program as you meet each new idea. Your program will
gradually grow more versatile as you work through the book. In the end you will
have a powerful program that can reproduce all the examples in this book as well
as an endless variety of new ones. Hence you should avoid the temptation to
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eliminate or to change the line numbers, at least until you have a fully functional
program. You may prefer to jump to Appendix B where you will find the complete
final program, which is also provided on the accompanying disk along with source
listings in BASIC, Microsoft QuickC, Borland Turbo C++ and a ready-to-run execut-
able version of the program.

If you are an experienced programmer, you mightridicule some of the quaint
program listings. Many powerful programming structures such as block IF state-
ments, DO LOOPs, and callable subroutines with local variables that produce
beautifully structured programs are now standard, but they have been avoided to
allow backwards compatibility with more primitive versions of BASIC. They also often
impose a small speed penalty. The dreaded GOTO statement has been used
primarily to bypass blocks of code in deference to BASIC versions that don’t support
block IF statements. Lines of the program that are bypassed by a GOTO are usually
indented. Blocks of the program contained within FOR...NEXT loops have also been
indented. In the interest of structure and simplicity, the programs have been written
using numerous smallmodular subroutines, each with a single entry point beginning
with a comment line, and asingle exit point containing a RETURN statement, albeit
with global variables. The individual subroutines are separated with blank lines. It
should be relatively easy for an experienced programmer to rewrite the program
in a more modern format.

The program listing PROGO1 iterates the logistic equation for R = 4 with an
initial value of X =0.05 and makes a graph of eachiterate versusits predecessor. The
program looks more complicated thanit actually is because the various operations
have been relegated to subroutines to provide a template for the more versatile
cases to follow.

PROGO1. Program for iterating and graphing the logistic equation

1000 REM LCG STI C EQUATI ON

1010 DEFDBL A-Z "Use doubl e precision
1030 SMw = 12 " Assunme VGA graphics
1190 GOSUB 1300 "Initialize

1200 GOSUB 1500 'Set paraneters

1210 GOSUB 1700 "Iterate equations
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1220

1230

1240

1250

1260

1300

1320

1350

1360

1420

1500

1510

1560

1570

1590

1630

1700

1720

2030

GosuB 2100 "Display results
GOsUB 2400 "Test results

ON T% GOTO 1190, 1200, 1210

CLS

END

REM I nitialize

SCREEN SM© ' Set graphics node
WNDOW (-.1, -.1)-(1.1, 1.1)

CLS

RETURN

REM Set paraneters

X = .05 “Initial condition
R=4 "Gowh rate

T% =3

LINE (-.1, -.1)-(1.1, 1.1), , B

RETURN

REM | terate equati ons
XNEW= R * X * (1 - X)

RETURN
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2100 REM Di spl ay results
2300 PSET (X, XNEW "Plot point on screen

2320 RETURN

2400 REM Test results
2490 | F LEN(I NKEY$) THEN T% = O ' Respond to user key stroke
2510 X = XNEW "Updat e val ue of X

2550 RETURN

If, whenyou firstrun the program, yourcomputerreports an error, itis probably
in one of the following lines:

Line 1010: Be sure your version of BASIC supports double-precision (four-byte)
floating-point variables. If it doesn’t, you may omit this line, but then you probably
will have to change the 4 in line 1560 to 3.99999 to avoid overflow resulting from
round-off errors. With modern versions of BASIC and a computer with a math
coprocessor, there is no penalty, and considerable advantage, in using double
precision. Because of the finite precision of computer arithmetic, all cases will
eventually repeat, but with double precision the average number of iterations
required before this happens is acceptably large.

Line 1320: Either your version of BASIC doesn’t require this command or your
computerorcompilerdoesn’tsupport VGA graphics. Tryreducing the 12inline 1030
to a lower number until you find one that works. If none works, try eliminating line
1320 altogether.

Line 1350: The WINDOW command defines the coordinates of the lower-left
and upper-right corners of the graphics window for subsequent PSET and LINE
commands. If your version of BASIC doesn’t support thiscommand, you must delete
this line and convert all the parameters in the PSET and LINE commands to address
screen pixels. In this case try replacing line 2300 with PSET (200 * X, 200 - 200 * XNEW).
One advantage of using the WINDOW command is that when a version of BASIC
comes along that supports higher screen resolutions, the program can be easily
recompiled to take advantage of it.
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Other errors: Look carefully for typographical errors, or consult your BASIC
manual to determine compatibility.

The correct program should produce a plot of the logistic parabola, as shown
in Figure 1-3. Try different inifial values of X (line 1510) and different values of R (line
1560) to confirm the behavior predicted for the logistic equation.

Figure 1-3. The logistic parabola from PROGO1

AMu F=8.8 L =1.84

The logistic parabola comes from a chaotic solution, but it doesn’t look very
complicated, and it would hardly qualify as art. With one small change we can
make things more interesting and, at the same time, illustrate sensitivity to initial
conditions. Instead of plotting each iterate versus its immediate predecessor, we
could plot it versus its second or third or fourth predecessor. Let's save the last 500
iterates and provide the option to plot X versus any one of them.
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The changes that you need to make in the program PROGO01 to accomplish
this are shown in the listing PROG02. You can either go through the program and
change or add lines as necessary or type the listing and save it in ASCIlI format and
then use the MERGE command supported by many (mostly old) versions of BASIC
to update the previous version of the program.

PROGO02. Changes required in PROGOT1 to plot the fifth previous iterate
1000 REM LOG STI C EQUATI ON (5th Previous lterate)
1020 DI M XS(499)

1040 PREV% = 5 "Plot versus fifth previous iterate

1580 P% = 0

2210 XS(P% = X
2220 P% = (P% + 1) MOD 500
2230 1% = (P% + 500 - PREV9) MOD 500

2300 PSET (XS(19%, XNEW "Plot point on screen

Ifyou set PREV% = 1inline 1040, the resultis the same as for PROGO1. However,
if you set PREV% equal to 2, you see the logistic parabola change into a curve with
two humps. Each time you increase PREV% by 1, you double the number of humps
in the curve. Thus PREV% = 5 results in 16 oscillations, as shown in Figure 1-4.
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Figure 1-4. The logistic parabola after five iterations from PROG02

AMuw:: F=8.8 L =1.84

Figure 1-4 provides a good graphical illustration of the sensitivity to initial
conditions. The horizontal axis represents all possible initial conditions from zero to
one. The vertical axis shows the value from zero to one corresponding to each initial
condition after five iterations. It's not hard to see that two nearby points on the
horizontal axis usually translate into two very different values along the vertical axis
after five iterations. Try using PREV% = 10, and convince yourself that information
about the initial condition is almost completely lost after ten iterations.

This exercise provides a good insight info the way a strange attractor is
formed geometrically. The logistic parabola, which began as a line (a one-
dimensional object), is stretched and folded with each iteration, eventually filling
the entire plane (a two-dimensional object) after many iterations. Perhaps it
reminds you of those taffy machines that repeatedly stretch and fold the taffy,
causing two nearby specks in the taffy after a while to be nowhere near one
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another. On average the distance between the specks initially increases at an
exponential rate.

You should be able to think of many other examples of sensitivity to initial
conditions. When you stir your coffee to mix in the cream, you're relying on a
chaotic process. Two sticks dropped into the water close together just above a
waterfall eventually end up far apart. Try laying two identical garden hoses side by
side, and turn on the waterin each one at the same time without holding the ends.
Chaotic processes are all around us. Their mathematical solutions usually produce
chaotic strange attractors, whose diversity and beauty we are about to explore.
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Chapter 2

Wiggly Lines

In this chapter we will teach the computer to search for chaotic solutions of
simple equations with a single variable. The solutions are segments of lines, but the
lines can wiggle in an incredibly complicated manner.

2.1 More Knobs to Twiddle

The logistic equation (Equation 1C) is an example of a dynamical system.
Such systems are described by deterministic initial-value equations. This particular
system has asingle parameter R whose value determines the solution’s behavior for
allinitial values of X within the basin of attraction. This parameter is like a knob on a
radio or on a stove that you can turn up or down to conftrol the sound emitted by
the radio or the convection in a pot of boiling soup.

You can do a simple experiment to observe the period-doubling route to
chaos. Go into your bathroom or kitchen and turn on the tap, only slightly, to
produce a regular periodic pattern of drips. Now slowly open the tap until the
pattern becomes chaotic. Just before the onset of chaos, if you are sufficiently
careful and patient, you should observe one or more period doublings where the
sound changes to something like "drip drip—drip drip—drip drip." The knob that
conftrols the flow rate corresponds to the parameter R in the logistic equation. The
dripping faucet has been extensively studied by Robert Shaw and discussed at
length in his book The Dripping Faucet as a Model Chaotfic System.

Usually a dynamical system has more than one knob. Your kitchen faucet
probably has independent control of the flow rate and the temperature of the
water. With more knobs, you might expect to increase the variety of ways the
system can behave. Such knobs are called control parameters.

The formula for the most general one-dimensional quadratic iterated map is

Xp+1 = a7 + AoXpy + azXng (Equation 2A)
where aj, ap, and az are three control parameters. By exploring all combinations

of their values, we expect eventually to observe every possible peculiar solution
that the equation can have.
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You might think that the initial condition Xy is a fourth knob, but if the system
ischaotic, the solutionis generally astrange attractor, and allinitial conditions within
the basin of attraction look the same after many iterations. Of course there is no
guarantee that a particular choice of X lies within the basin, but values of X close
to zero are within the basin about half the time, and there are so many chaotic
solutions over the range of the other three parameters that we can well afford to
discard half of them.

The search for strange attractors proceeds as follows. Choose values for ay,
ap, and aj arbitrarily. Start with a value of Xy near zero. Iterate Equation 2A
repeatedly until the solution either exceeds some large number, in which case it is
presumably unbounded, or until the Lyapunov exponent becomes small or negao-
tive, inwhich case the solutionis probably a fixed point or limit cycle. In either event,
choose a different combination of a;, ap, and a3, and start over. If, after a few
thousand iterations, the solution is bounded (X is not enormous) and the Lyapunov
exponent is positive, then it is likely that you have found a strange attractor.

2.2 Randomness and Pseudorandomness

To choose values of ay, ag, and a3, we can use the random-number
generator provided with most computer languages. The random numbers thus
produced are usually uniformly distributed between zero and one. You may
wonder how a computer, the epitome of determinism, could ever produce a
random number. This question deserves a digression because the answer provides
yet another example of the very issues we have been discussing.

One way to produce arandom number is to start with a value of X (the seeq)
between zero and one and iterate the logistic equation with R = 4 a few dozen
times. The result is a new number in the range of zero to one that is related to the
seed in a complicated and sensitive way. This number is then used as the seed for
the next random number, which is produced in the same way. A given seed will
produce the same sequence of random numbers, but the sequence may not be
the same on different computers or with different languages or even with different
versions of the same language because of the way the numbers are rounded.

However, this method of producing random numbers is not optimal. First, the
numbers are not uniformly distributed over the range. They tend to cluster near zero
and one as the darkness of the right-hand side of Figure 1-1 suggests. Also,
multiplying a non-integer number by itself many times is arelatively slow process on
a computer.
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Instead, computers usually get their random numbers using the linear
congruential method:

Xn+1 = (0Xy +b) mod ¢ (Equation 2B)

Inthe mod (modulus) operation, the quantity to the left of the mod (aX, + b)
is divided by the quantity to its right (c), and the remainder is kept rather than the
quotient. Allthe quantities in EQuation 2B are integers. The constants a, b, and c are
carefully chosen to maximize the number of steps required for the sequence to
repeat, which in any case can never exceed c. The numbers are uniformly
distributed from zero to c - 1, but they can be transformed to the range zero to one
by simply dividing X, + 1 by c. The numbers appear to be random, but since they are
produced using a deterministic procedure, they are often called pseudorandom.
Equation 2Bis anotherexample of a one-dimensional chaotic map, whichisrelated
to the shift map.

Truly random numbers should satisfy infinitely many conditions. Not only must
the numbers be uniform over the interval, but there should be no detectable
relation between the numbers and any of their predecessors. In particular, the
sequence should repeat only after a very large number of steps. Most random-
number generators are deficient in certain ways. For example, the random num-
bers produced by Microsoft QBASIC 1.0, QuickBASIC 4.5, and VisualBASIC for DOS
1.0 repeat after 16,777,216 steps, and this number is too small for some of our
puUrposes.

The situation can be greatly improved by shuffling the numbers. Suppose we
maintain a table of a hundred or so random numbers. When we want one, we
randomly take an entry from the table and replace it with a new random number.
With this simple modification, the pseudorandom numbers generated by the
computer are sufficiently random for our purpose.

You should alwaysremember that the sequence of random numbers gener-
ated by adigital computerwilleventually repeat. You must take care to ensure that
over the duration of a calculation, such a repetition does not occur. You must also
reseed the random-number generator using a truly random seed, such as one
based on the time of day the program is started, if you are to avoid repeating the
same sequence each time you run the program.
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2.3 What's in a Name?

When we begin to choose random values for the coefficientsa;, ap, andag,
we are immediately confronted with two issues. The first is the range of values that
the coefficients may have, and the second is the amount by which two values of
a coefficient must differ to produce attractors that are visibly different.

We can address the first issue by referring to the logistic equation (Equation
1C). When the value of R is too small (less than about 3.5), there are no chaotic
solutions, and when the value of R is too large (greater than 4), all the solutions are
unbounded. A similar situation occurs for the more general one-dimensional
quadratic map in Equation 2A. Thus we want to limit the coefficients to values
whose magnitudes (positive or negative) are of order unity. That is, 0.1 is probably
too small a value and 10 is probably unnecessarily large. This assumption can be
verified by numerical experiment.

The second issue requires a subjective judgment of how dissimilar two
attractors must look before we consider them to be different. In practice, achange
in one of the coefficients by an amount of order 0.1 generally produces an object
that is noticeably different. If we let each coefficient take on values ranging from
-1.2to 1.2instepsof 0.1, we willhave 25 possible values. We can associate each with
a letter of the alphabet, A through Y, and have a convenient way to catalog and
replicate the attractors. Limiting the coefficients to 25 values may seem excessively
restrictive, but since there are three coefficients for one-dimensional quadratic
maps, there are 253 or 15,625 different combinations.

The coefficients that correspond fo the logistic equation withR =4 area =
0, ap = 4, and a3 = -4, and they fall outside the range of -1.2 to 1.2. Thus for some
purposes, it is convenient to take a larger range. A convenient way to extend the
range is to use the ASCIlI (American Standard Code for Information Interchange)
character set summarized in Table 2-1.

Table 2-1. ASCII character set and associated coefficient values

Char Dec Coeff Char Dec Coeff Char Dec Coef f

32 -4.5 # 64 -1.3 ° 96 1.9
! 33 -4.4 A 65 -1.2 a 97 2.0
34 -4.3 B 66 -1.1 b 98 2.1
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Char Dec Coef f Char Dec Coef f Char Dec Coef f
# 35 -4, 67 - 1. 99 2.2
$ 36 -4, 68 -0. 100 2.3
% 37 -4, 69 -0. 101 2.4
& 38 - 3. 70 - 0. 102 2.5
‘ 39 - 3. 71 - 0. 103 2.6
( 40 - 3. 72 - 0. 104 2.7
) 41 - 3. 73 - 0. 105 2.8
* 42 -3. 74 -0. 106 2.9
+ 43 - 3. 75 - 0. 107 3.0
, 44 - 3. 76 - 0. 108 3.1
- 45 - 3. 77 0. 109 3.2

46 - 3. 78 0. 110 3.3
/ 47 -3. 79 0. 111 3.4
0 48 - 2. 80 0. 112 3.5
1 49 - 2. 81 0. 113 3.6
2 50 - 2. 82 0. 114 3.7
3 51 -2. 83 0. 115 3.8
4 52 -2. 84 0. 116 3.9
5 53 - 2. 85 0. 117 4.0
6 54 - 2. 86 0. 118 4.1
7 55 - 2. 87 1. 119 4.2
8 56 -2. 88 1. 120 4.3
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Char Dec Coeff Char Dec Coeff Char Dec Coef f

9 57  -2.0 Y 89 1.2y 121 4.4

58 -1.9 Z 90 1.3 z 122 4.5

59  -1.8 | 91 1.4 { 123 4.6
< 60 -1.7 \ 92 1.5 | 124 4.7
= 61  -1.6 ] 93 1.6 } 125 4.8
> 62 -1.5 A 94 1.7 ~ 126 4.9
? 63 -1.4 95 1.8 127 5.0

ASCIl codes from 0 to 31 are reserved for control codes—things like back-
space, carriage return, and line feed. Codes from 128 to 255 can also be used, but
there is no universal character set associated with them. By making use of all the
ASCIl characters from 0 to 255, we can accommodate coefficients in the range of
-7.7 to 17.8. The characters listed in the table will suffice for most of our needs,
however.

Withsuch acodingscheme, we canrepresent each attractorby asequence
of characters, with each character corresponding to one of the coefficients. The
sequence can be thought of as the name of the attractor. We preface the name
with a character that indicates the type of equation. Let's use the letter A to
represent one-dimensional quadratic maps. Thus the logistic equation coded in this
way is AMu%. Note that the letters in the name are case sensitive (u and U are
different), so you should be careful when typing them. Such names may look
strange, which is perhaps appropriate for strange attractors, and you shouldn’t fry
to pronounce them! However, they do provide a convenient and compact
method for saving everything you need to reproduce an attractor.

2.4 The Computer Search
Before embarking on a search for strange attractors, we need to generalize

the formula givenin Equation 1E forthe Lyapunov exponent of the logistic equation.
The generalization is easily obtained using differential calculus, and the result is
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L=4&logy |ag+ 203X, | /N (Equation 2C)

The program changes that are required to perform a search for strange

attractors in one-dimensional quadratic iterated maps are given in the listing
PROGO3.

PROGO03. Changes required in PROGO02 to search for strange attractors in one-dimensional qua-

dratic maps

1000 REM ONE- D MAP SEARCH

1020 DI M XS(499), A(504), V(99)

1050 NMAX = 11000 " Maxi mum nunber of iterations
1160 RANDOM ZE TI MER ' Reseed random nunber generator
1360 CLS : LOCATE 13, 34: PRINT "Searching..."

1560

1580

1590

1720

2020

2110

2120

2130

GOsuUB 2600 "Get coefficients
P%=0: LSUM=0: N=0: NL =0

XM N = 1000000!: XMAX = -XM N

XNEW = A(1) + (A(2) + A(3) * X) * X

N=N+1

IF N< 100 OR N > 1000 THEN GOTO 2200
IF X < XMN THEN XM N = X
IF X > XMAX THEN XMAX = X
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2140 YMN = XM N YMAX = XMAX
2200 |F N = 1000 THEN GOSUB 3100 ' Resi ze the screen

2250 | F N < 1000 OR XS(1% <= XL OR XS(1% >= XH OR XNEW <= XL OR XNEW>= XH THEN
GOTO 2320

2410 I F ABS(XNEW > 1000000! THEN T% = 2 " Unbounded

2430 GOSUB 2900 ' Cal cul ate Lyapunov exponent
2460 |F N >= NMAX THEN T% = 2 "Strange attractor found
2470 I F ABS(XNEW - X) < .000001 THEN T% = 2 ' Fi xed poi nt

2480 IF N > 100 AND L < .005 THEN T% = 2 "Limt cycle

2600 REM Get coefficients

2660 CODE$ = "A"

2680 Mb = 3

2690 FOR 1% =1 TO Mst " Construct CODE$

2700 GOsuUB 2800 " Shuffl e random nunbers
2710 CODE$ = CODE$ + CHR$(65 + INT(25 * RAN))

2720 NEXT | %

2730 FOR 1% = 1 TO Wb " Convert CODE$ to coefficient values
2740 A(1% = (ASC(M D$(CODE$, 1%+ 1, 1)) - 77) / 10

2750 NEXT | %

2760 RETURN

2800 REM Shuffl e random nunbers
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2810 IF V(0) = 0 THEN FOR J% = 0 TO 99: V(J% = RND: NEXT J%
2820 J% = I NT(100 * RAN)

2830 RAN = V(J%

2840 V(J% = RND

2850 RETURN

2900 REM Cal cul ate Lyapunov exponent

2910 DF = ABS(A(2) + 2 * A(3) * X)

3030 IF DF > 0 THEN LSUM = LSUM + LOGDF): NL = NL + 1
3040 L = .721347 * LSUM/ NL

3070 RETURN

3100 REM Resi ze the screen
3120 | F XMAX - XM N < . 000001 THEN XM N = XM N - . 0000005: XMAX = XMAX + . 0000005
3130 I|F YMAX - YM N < . 000001 THEN YM N = YM N - . 0000005: YMAX = YMAX + . 0000005

3160 MX

1 (XMAX - XMN): MY = .1 * (YMAX - YMN)

3170 XL

XMN - MG XH = XMAX + MK YL = YMN - MY: YH = YMAX + MW
3180 WNDOW (XL, YL)-(XH, YH): CLS
3310 LINE (XL, YL)-(XH YH), , B

3460 RETURN

Here are six points fo note about PROGO03:

1. The maximum number of iterations (NMAX in line 1050) has been set
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arbitrarily to 11,000. This is the number of iterations after which a strange
attractor is assumed to have been found if the magnitude of X never
exceeded one million and the Lyapunov exponent is positive (actually
greater than 0.005). You can decrease NMAX to speed the rate at which
attractors are found, or you can increase NMAX if you have a very fast
computer or want to give the displays more time to develop. The number of
iterations is a parameter that you can adjust for the most visually appealing
result. Most of the figures in this book were made with NMAX set at between
about 500,000 and 10 million, and they required between about a minute
and an hour to produce.

2. The seed for the random-number generator is taken in line 1160 as the
number of seconds lapsed since midnight (TIMER). This choice ensures that a
new sequence of random numbers is produced each time the program is
run, except in the unlikely event that it is run at exactly the same time each
day.

3. After 1000 iterations (line 2200), the screen is resized and erased by the
subroutine in lines 3100 through 3460 using the minimum and maximum
values of X between the 100th and 1000th iteration, allowing a 10% border
around the aftractor.

4.To save time, the difference between each value of X and its predecessor
is evaluated in line 2470, and if the difference is less than one millionth, the
solution is assumed to be a fixed point even if the Lyapunov exponent is still
positive.

5. The Lyapunov exponent is not used as a criterion until after 100 iterations
(line 2480) to ensure that its value is reasonably accurate.

6. The coefficients of the equation are chosen in line 2710 using random
numbers that have been shuffled by the subroutine in lines 2800 through 2850
to minimize the chance of repeating the same search sequence.

The criterion for detecting a strange attractor is somewhat subjective. There
will always be borderline cases for which no amount of computing will suffice to
distinguish between a strange attractor and a periodic solution with a very long
period. However, our interest here is in finding visually interesting attractors quickly,
and so we can afford to make occasional mistakes. Such mistakes account for only
a small fraction of cases.
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Ofthe 15,625 combinations of coefficients, exactly 364 (2.3%) are chaotic by
these criteria. Some of the more visually interesting ones are shown in Figures 2-1
through 2-4, in which the values are plotted versus their fifth previous iterate. For
each case, the code and the Lyapunov exponent are shown at the top of the

graph.

Figure 2-1. One-dimensional quadratic map

AXEBH F=8.46 L = B.H6
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Figure 2-2. One-dimensional quadratic map

ABDU F=8.87 L=8.14
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Figure 2-3. One-dimensional quadratic map

ACAY

H.88

L

= .78
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Figure 2-4. One-dimensional quadratic map

AXDA F=8.8 L =8.89

The search for strange attractorsis potentially time-consuming if you have an
old computer without a math coprocessor or if you are using a BASIC interpreter
rather than a compiler. Even if the search is reasonably fast on your computer, be
forewarned that it will slow down considerably as you advance to the more
complicated equations later in the book. Perhaps this is a good time to summarize
some of your options for making the program run faster.

When comparing calculation speeds of various computers and compilers,
you must do the comparison with the actual program or a benchmark that
accurately reflects its mix of instructions, graphics, and disk access. With computer
speeds doubling approximately every two years, speed willeventually cease to be
a consideration for the calculations described in this book. Meanwhile, you need
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to consider the alternatives.

Table 2-2lists the average number of strange attractors found by PROGO3 per
hour using various versions of BASIC on a 33-MHz 80486DX-based computer with
and without a math coprocessor. The exact numbers are less important than the
relative values. They provide a good indication of how the various versions of BASIC
compare on calculations of the type that are used throughout this book.

Table 2-2. Strange attractors found per hour by PROGO03 with various versions of BASIC
Publ i sher Program Ver Type Attractors/hour

No copro Copr oc

M crosoft GW BASI C 3.2 Interpreter 92 92
M crosoft QBASI C 1.0 Interpreter 73 73
M crosoft Qui ckBASI C 4.5 Interpreter 78 396
M crosoft Qui ckBASI C 4.5 Conpi | er 98 390
M crosoft VB for DOS 1.0 Interpreter 72 393
M crosoft VB for DCS 1.0 Conp (alternate) 315 316
M crosoft VB for DOS 1.0 Conmp (enul at e) 139 418
Bor | and Turbo BASI C 1.1 Conpi | er 96 400
Spectra Power BASI C 3.0 Conp (procedure) 246 1419
Spectra Power BASI C 3.0 Conp (enul ate) 123 1683

QUuIckBASIC and VisualBASIC for MS-DOS can be run from the editor environ-
ment, where they function much like aninterpreter, or they can be used to compile
a stand-alone executable program. VisualBASIC can be compiled with either of
two floating point math packages; the alternate package is faster for machines
without a coprocessor, and the emulate package is faster for machines with a
coprocessor. Turbo BASIC is now obsolete and has been replaced by PowerBASIC.
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PowerBASIC, like VisualBASIC, can be compiled with either of two floating point
math packages; the procedure package is similar to the VisualBASIC alternate
package. A third math package, NPX (87) is the same as emulate, exceptit cannot
work on a machine without a math coprocessor. The tests were done with all error
trapping turned off, which is inadvisable until you have a thoroughly debugged
program.

If you launch the program from Microsoft Windows, you might find the
computation speeds considerably different from those in Table 2.2. In one test, the
PowerBASIC speeds were cut in half, and the QuIckBASIC speeds were increased
slightly from the values obtained when the program was run directly from DOS. You
should do your own speed tests to see what configuration provides the optimum
performance on your computer and operating system.

The executable program on the disk that accompanies this book was
compiled with PowerBASIC using the procedure package. If you have PowerBASIC
and amath coprocessor, you canrecompile the program using the emulate or NPX
(87) package to achieve a slight improvement in speed.

2.5 Wjg9lgs on Wiggles

The preceding figures consist of segments of wiggly lines, so they are not very
arfistic. To make things more interesting, we can consider one-dimensional maps of
higher order. By this we mean that we will not stop with quadratic (Xp) maps, butwe
will consider equations containing cubic (X3), quartic (X4), quintic (X5), and even
higher terms.

In one sense, considering higher-order terms is equivalent to plofting each
iterate versus an iterate earlier than the immediately previous one. For example,
two successive iterations of the second-order Equation 2A yields

Xn+2 = aq(1+ap+ajas) + (azap+2a103)Xp

+ az(an+2ay 03+C‘22)Xn2 + 202032Xn3 + 033Xn4 (Equation 2D)

whichis a fourth-order polynomial. However, there are only three parameters—ay,
ay, and az—from which the five coefficients are uniquely determined.

A simpler and more general procedure is to allow each term in the polyno-
mial fo have its own coefficient, which for fifth order gives
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Xp+1 = Q1 + QX + azXn2 + agXpn3 + asXp? + agX®  (Equation 2E)

With six coefficients, each with 25 possible values, there are 256 or about 244
million different combinations. Even if only a small percentage of them is chaotic,
we would have to look at one every second for about a year before we would see
them all.

The generalization of the expression for the Lyapunov exponent for a fifth-
order map is given by

L=& logy | Oy + 203X + 3a4Xn2 + 405X, + 504Xn*| /N (Equation 2C)

With these equations in hand, we can easily modify the program in PROG04
to search for one-dimensional attractors of up to fifth order. In our coding scheme,
a first letter of B represents third order, C represents fourth order, and D represents
fifth order. The program is written so that even higher orders can be produced by
changing the quantity OMAX% in line 1060.

PROGO04. Changes required in PROGO3 to search for strange attractors in one-dimensional maps of
order up to OMAX%

1000 REM ONE- D MAP SEARCH (Pol ynom als up to 5th Order)

1060 OVAX% = 5 " Maxi mum order of pol ynoni al

1720 XNEW = A(O% + 1)
1730 FOR 1% = O% TO 1 STEP -1
1830  XNEW= A(1% + XNEW* X

1930 NEXT |1 %

2650 O% = 2 + | NT((OVAX% - 1) * RND)
2660 CODE$ = CHR$(63 + O%

2680 Mo= O+ 1
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2910 DF = 0
2930 FOR 1% = O% TO 1 STEP -1

2940 DF = 1%* A(1%+ 1) + DF * X
2970 NEXT | %

3000 DF = ABS(DF)

PROGO04 produces an interesting array of shapes, samples of which are
shown in Figures 2-5 through 2-10. The objects are still segments of lines, but the
wiggles themselves have wiggles, and the underlying determinism is less obvious
than before.

Figure 2-5. One-dimensional cubic map

BZEZK F=8.8 L =8.497

! !
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Figure 2-7. One-dimensional quartic map

CCCCCC
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Figure 2-9. One-dimensional quintic map

DFEBIEUW F=8.87 L =8.78
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Figure 2-10. One-dimensional quintic map
DOOYRIL
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2.6 Making Music

If the preceding figures don’t qualify as art, perhaps they qualify as music.
Since the quantity X behaves in a deterministic yet unpredictable way, it may be
that a sequence of musical notes determined by X will mimic the order and
unpredictability that characterize music. It's easy to test.

Suppose we allow the notes to span three octaves from A-220 to A-1760. The
letter refers to the musical note, and the numbers refer to the frequency in cycles
persecond (called Hertz). We'll allow the notes to take one of twelve distinct values
corresponding to the even-tempered scale, and for simplicity we'll assume all the
notes to be of the same duration. Thus the range of possible values of X is divided
into 36 intervals, and each successive iterate of X is converted into the correspond-
ing musical note. PROGO05 shows the changes necessary to accomplish this.

PROGOS. Changes required in PROGO04 to produce chaotic music

1000 REM ONE-D MAP SEARCH (W't h Sound)

1100 SND% = 1 "Turn sound on
2310 IF SND% = 1 THEN GOSUB 3500 " Produce sound
2490 Qb = I NKEY$: | F LEN(Q@) THEN GOSUB 3600 " Respond to user command

3500 REM Produce sound

3510 FREQo= 220 * 2 ~ (CINT(36 * (XNEW- XL) / (XH - XL)) / 12)
3520 DUR = 1

3540 SOUND FREQ¥ DUR | F PLAY(0) THEN PLAY "M

3550 RETURN
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3600 REM Respond to user comrand

3610 T% =0

3630 | F ASC(B) > 96 THEN Q6 = CHRS(ASC(Q$) - 32)
3770 |F @ = "S" THEN SND% = (SND% + 1) MOD 2: T% = 3

3800 RETURN

The program allows you to toggle the sound on and off by pressing the S key.
Pressing any other key exits the program. You might wish to experiment with the
duration DUR of the SOUND statement in line 3520. Increasing its value from 1
(corresponding to approximately 0.055 seconds) makes the sounds more musical,
but then the calculation takes longer.

The use of sound to help interpret data generated by a computer is a
technique thatisrelatively unexplored.The methodissometimes calledsonification.
In some cases, patterns and structure in data can be more readily discerned
audibly than visually. This technique was used to advantage in interpreting data
from the Voyager spacecraft as it detected plasma waves near Jupiter and
micrometeorites as it crossed through the rings of Saturn. The repetitive sound of a
simple limit cycle contrasts sharply with the nonrepetitive waverings of a chaotic
time series.
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Chapter 3

Pieces of Planes

Whereas the last chapter discussed one-dimensional maps whose graphs
are segments of lines, this chapter deals with two-dimensional maps whose graphs
are pieces of planes and which thus produce much more interesting displays. This
chapter provides the minimum tools for creating attractors that genuinely qualify
as art. Armed with only the information contained here, you have such a great
variety of available patterns that you hardly need to proceed beyond this chapter.
But if you do stop here, you miss some delightful surprises.

3.1 Quadratic Maps in Two Dimensions

In the discussion so far, the maps have involved a single variable X whose
value changes with each iteration of the equation. Such maps are said to be one-
dimensional because the values of X can be thought of as lying along a line, and
a line is a one-dimensional object. By plotting each value of X versus a previous
value of X, the line can be made to wiggle with considerable complexity; but it
always remains a line, and lines are of limited interest and beauty.

The situationis more interestingwhen you consideriterated maps thatinvolve
two variables, X and Y. In such a case, each iterate produces a point in a plane,
where X, by convention, represents the horizontal coordinate of the point, and Y
represents the vertical coordinate. With successive iteration, the poinfts fill in some
portion of the plane. The visually interesting cases, as usual, are the chaotic ones.

Such two-dimensional maps might arise, for example, from an ecological
model only slightly more complicated than the logistic equation. A classic example
is the predator-prey problem in which X represents the prey and Y the predator. In
a simple linear model, the solution is a fixed point (a unique number of both
predators and prey) or alimit cycle (both the number of predators and the number
of prey oscillate, reaching their maximum values at different times, but eventually
repeating). When nonlinear terms are introduced into the model, the population of
each species can behave chaotically. You can think of each point that makes up
such an attractor as the population of predators and prey in successive years. Since
such complexity arises from these very simple models, it's easy to understand why
ecologists might have trouble predicting the fate of biological species!
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Perhaps the best known chaotic two-dimensional map is the Hénon map
(proposed by the French astronomer Michel Hénon in 1976), whose equations are

Xnt1 =1+ 0Xp2 + bYp,
Yn+1 = Xn (Equation 3A)

The quantities a and b are the control parameters, analogous to R in the logistic
equation. Hénon used the values a =-1.4 and b = 0.3. The necessary nonlinearity is
provided by the X2 termin the first equation. The HEnon map is special because the
net contraction of aset of initial points covering an area of the XY plane is constant
with each iteration. The area occupied by the points is 30% of the area at the
previous iteratfion (from the bY,, term). Other values of b can be used, but not all
values produce chaotic solutions. Unlike the logistic map, the HéEnon map is
invertable; there is a unique value for X, and Y, corresponding to each X4 and
Ynh+1- YOU may have seen an alternate form of the H&non equations in which the
factor b appears instead in the second equation and the sign preceding the X2
term is negative. The result of repeated iteration of Equation 3A is shown in Figure
3-1.
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Figure 3-1. The Hénon map
EWM?MPMMUMMMM F=1.28 L = 8.608

Theresulting graphis more than aline butless than a surface. Whatresembles
a single line is a pair of lines, each of which is, in turn, another pair of lines, and so
forth to however close you look or whatever magnification you choose. This self-
similarity is a common characteristic of a class of objects that are called fractals.

Fractals are to chaos what geometry is to algebra—the visual expression of
the mathematical idea. Approaching an understanding of chaos through such
visual means is appealing to those with an aversion to conventional mathematics.
The Euclidean geometry we learned in high school originated with the ancient
Greeksandwas developed more fully by the French mathematician Descartes and
others in the 1600s. It deals with simple shapes such as lines, circles, and spheres.
Euclidean geometry is now being augmented by fractal geometry, whose father
and champion is the contemporary mathematician, Benoit Mandelbrot. Fractals
appearedinart, such asin the drawings of the Dutch artist Maurits C. Escher, before
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they were widely appreciated by mathematicians and scientists.

Some fractals are exactly self-similar, which means that they look the same
no matter how much you magnify them. Others, such as most of the ones in this
book, only have regions that are self-similar. There is no part of the HEnon map
where you canzoomin and find aminiature replica of the entire map. Other fractals
are only stafistically self-similar, which means that a magnified portion of the object
has the same amount of detail as the whole, butitis not an exactreplica of it. Nearly
all strange attractors are fractals, but not all fractals arise from strange attractors.

The HEnon map produces an object with afractal dimension thatis a fraction
intermediate between one and two. The fractal dimension is a useful quantity for
characterizing strange attractors. Isolated points have dimension zero, line seg-
ments have dimension one, surfaces have dimension two, and solids have dimen-
sion three. Strange attractors generally have noninteger dimensions.

Some authors make a distinction between strange attractors, which have
non-interger dimension, and chaotic attractors, which exhibit sensitivity to initial
conditions.

Since the HEnon map has X2 as its highest-order term, it is a quadratic map.
The most general two-dimensional iterated quadratic map is

X1 = Q1+ 0dgXpy + A3Xn? + agXpYp + a5Yp + ag¥p?

Y41 = Q7 + 0gXp + G9XnZ + Q10XnYp + a1 Y + Q19Y2 (Equation 3B)

The two equations in Equation 3B have 12 coefficients. For the Hénon map, a; =1,
a3z=-1.4,a5=0.3,ag=1,andthe othercoefficients are zero.If we use the initial letter
E to represent two-dimensional quadratic maps, the code for the HéEnon map
according to Table 2-1 is EWM2MPM2WM4, where we have introduced the short-
hand M2 for MM and M4 for MMMM.

Values of a in the range of -1.2 to 1.2 are sufficient to produce an enormous
variety of strange attractors. Withincrements of 0.1, there ore 2512 orabout 6x1016
different cases, of which approximately 1.6% or about 1019 are chaofic. Viewing
them all at a rate of one per second would require over 30 million years! Stated
differently, if each one were printed on an 81/2-by-11-inch sheet of paper, the
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collection would cover nearly the entire land mass of Earth.

Note that not all the cases are strictly distinct. For example, if you replace X
with Y and Y with -X in Equation 3B, you produce an attractor rotated 90 degrees
counterclockwise from the original. When you do this, be sure fo change X, 47 and
Ynh+1 aswellas X, andYy,. Thusthe code EMACMWJIM32 produces arotated version
of the HéEnon map. In the same fashion, you can rotate an attractor through 180
degrees by replacing X with-X and Y with -Y and through 270 degrees by replacing
X with -Y and Y with X. Perhaps it's easier just to rotate your computer monitor!

Besides rotations, there are cases that correspond to reflections. When
viewed in a mirror, the attractors have left and right reversed, but up and down
remain the same. A transformation in which X is replaced with -X accomplishes this.
Thus the code for a reflected Hénon map is ECM[MJMQCM4. In addition, the
reflections can berotated. Thus there are atleast eight so-called degenerate states
foreach attractor, corresponding torotations andreflections. Such symmetries and
degeneracies play an important role in science; they often reduce the amount of
work we have to do and provide relations between phenomena that initially
appear different.

Additional degenerate cases correspond to scale changes. For example, if
you replace X by mX and Y by nY withm =n, the attractorremains the same except
itisreduced in size by a factor of m. Some of the coefficients are likely to be outside
the allowedrange, however. The HEnon map withm =n =2 can be generated with
the code ERMTMPM2WM4. With m not equal to n, the horizontal and vertical
dimensions are scaled differently, but since the computer rescales the attractor to
fit the screen, the visual result is the same.

These degeneracies show that there are many ways to code a particular
attractor. Although thisis true, there are so many different possible combinations of
coefficients that it is very unlikely that two degenerate cases will be found sponta-
neously. Thus the examples displayed in this chapter represent but a tiny fraction of
the possibilities, and you will be generating many other cases, almost none of which
have been seen before.

3.2 The Butterfly Effect Revisited
Two-dimensional chaotic iterated maps also exhibit sensitivity to initial con-

ditions, but the situation is more complicated than for one-dimensional maps.
Imagine a collection of initial conditions filling a small circularregion of the XY plane.
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After one iteration, the points have moved to a new position in the plane, but they
now occupy an elongated region called an ellipse. The circle has contracted in
one direction and expanded in the other. With each iteration, the ellipse gets
longer and narrower, eventually stretching out into along filament. The orientation
of the flament also changes with each iteration, and it wraps up like a ball of taffy.

Thus two-dimensional chaotic maps have not a single Lyapunov exponent
but two—a positive one corresponding to the direction of expansion, and a
negative one corresponding to the direction of contraction. The signature of chaos
is that at least one of the Lyapunov exponents is positive. Furthermore, the
magnitude of the negative exponenthasto be greaterthan the positive one so that
initial conditions scattered throughout the basin of attraction contract onto an
attractor that occupies a negligible portion of the plane. The area of the ellipse
continually decreases even as it stretches to an infinite length.

There is a proper way to calculate both of the Lyapunov exponents. For the
mathematically inclined, the procedure involves summing the logarithms of the
eigenvalues of the Jacobian matrix of the linearized tfransformation with occasional
Gram-Schmidt reorthonormalization. This method is slightly complicated, so we will
instead devise a simpler procedure sufficient for determining the largest Lyapunov
exponent, which is all we need in order to test for chaos.

Suppose we take two arbitrary but nearby initial conditions. The first few
iterations of the map may cause the points to get closer together or farther apart,
depending on the initial orientation of the two points. Eventually, the points will
come arbitrarily close in the direction of the confraction, but they will confinue to
separate in the direction of the expansion. Thus if we wait long enough, the rate of
separation will be governed only by the largest Lyapunov exponent. Fortunately,
this usually takes just a few iterations.

However, because the separation grows exponentially for a chaotic system,
the points quickly become too far apart for an accurate estimate of the exponent.
This problem can be remedied if, after each iteration, the points are moved back
to their original separation along the direction of the new separation. The Lyapunov
exponent is then determined by the average of the distance they must be moved
for each iteration fo maintain a constant small separation. If the two solutions are
separated by adistance dp, afterthe nthiteration, and the separation after the next
iteration is dp+ 7. the Lyapunov exponent is determined from

L=4alogy (dn+1/dp) /N (Equation 3C)

where the sum is taken over all iterations fromn =0 to n = N-1. After each iteration,
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the value of one of the iterates is changed to make d, 4.7 = dj,. For the cases here,
dn equals 10°6. This procedure also allows us to deal with maps of three and even
higher dimensions in which there are more than two Lyapunov exponents.

3.3 Searching the Plane

We now have all the tools in hand to conduct a computer search for
attractors in two dimensions. The procedure is the same as for one-dimensional
maps, except the Lyapunov exponent calculationis done differently and the X and
Y variables are plotted as a point in the plane after each iteration. PROG06 shows
the changes needed to accomplish such a search.

PROGO06. Changes required in PROGOS to search for two-dimensional quadratic strange attractors

1000 REM TWO- D MAP SEARCH

1060 OVAX% = 2 " Maxi mum or der of pol ynomi al
1070 D% = 2 ' Di mrensi on of system

1100 SND% = 0 "Turn sound off

1520 Y = .05

1550 XE = X + .000001: YE =Y

1590 XM N = 1000000!: XMAX = -XM N YM N = XM N. YMAX = XMAX

1720 XNEW= A(1) + X * (A(2) + A(3) * X + A(4) * V)
1730 XNEW= XNEW+ Y * (A(5) + A(6) * Y)
1830 YNEW= A(7) + X * (A(8) + A(9) * X + A(10) * V)

1930 YNEW = YNEW + Y * (A(11) + A(12) * V)
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2140

2150

2240

2250

2300

2410

2470

2520

2660

2680

2910

2930

2940

2960

2970

2980

2990

3000

3020

IFY<YMNTHEN YMN =Y
IF Y > YVMAX THEN YMAX =Y

IF D% =1 THEN XP = XS(19%9: YP = XNEWELSE XP = X: YP = Y

IF N < 1000 OR XP <= XL OR XP >= XH OR YP <= YL OR YP >= YH THEN GOTO 2320
PSET (XP, YP) "Plot point on screen

| F ABS( XNEW + ABS(YNEW > 1000000! THEN T% = 2 " Unbounded

| F ABS(XNEW - X) + ABS(YNEW- Y) < .000001 THEN T% = 2

Y = YNEW

CODE$ = CHR$(59 + 4 * D+ ON

Moo= 1. FORI1% =1 TOD®w Moo= Mo* (Oh+ 1%: NEXT |%

XSAVE = XNEW YSAVE = YNEW X = XEE Y=YE N=N-1
GosuB 1700 '"Reiterate equations
DLX = XNEW - XSAVE: DLY = YNEW - YSAVE

DL2 = DLX * DLX + DLY * DLY

I F CSNG DL2) <= 0 THEN GOTO 3070 "Don't divide by zero
DF = 1000000000000# * DL2
RS = 1 / SQR(DF)
XE = XSAVE + RS * (XNEW- XSAVE): YE = YSAVE + RS * (YNEW -

XNEW = XSAVE: YNEW = YSAVE

YSAVE)
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3030 IF DF > 0 THEN LSUM = LSUM + LO DF): NL = NL + 1

3040 L = .721347 * LSUM/ NL

3110 IF D% =1 THEN YM N = XM N. YMAX = XMAX

This program produces an incredible variety of interesting patterns, a small
selection of which is shown in Figures 3-2 through 3-17. Admire the beauty and
variety of these figures, and then make some of you own by running the program.
If your computer has a printer, use the Print Screen key to print any that you find
especially appealing.

Figure 3-2. Two-dimensional quadratic map

EAGHNFODUNJCE F=136 L =8.27
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Figure 3-3. Two-dimensional quadratic map

EBCAFMFUPXEK(] F=1.31 L =8.13
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Figure 3-4. Two-dimensional quadratic map

= B.83

F=142 L

EDSYUECINGINV
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Figure 3-5. Two-dimensional quadratic map

EELXAPXMPOBT
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Figure 3-6. Two-dimensional quadratic map

EEYYMETUMXUUC F=1.54 L =8.88
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Figure 3-7. Two-dimensional quadratic map

EJTTSMBOGLLQF F=1.3¢ L =8.23

63



Figure 3-8. Two-dimensional quadratic map

ENNMJRCTUUTYG F=1.87 L =8.81
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Figure 3-9. Two-dimensional quadratic map

EOUGFJEDHSAJU

F=1.33 L =8.24
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Figure 3-10. Two-dimensional quadratic map

= B.34

L

1.6

EQROCSIDUTPGY
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Figure 3-11. Two-dimensional quadratic map

EQLOIARXYGHAJ F=1.47 L
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Figure 3-12. Two-dimensional quadratic map

= H.16

L

1.42

ETJUBWEDNRORR
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Figure 3-13. Two-dimensional quadratic map

ETSILUNDOSIFA F=1.45 L =8.17
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Figure 3-14. Two-dimensional quadratic map

EUEBJLCDISIIL) F=1.25 L =8.24
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Figure 3-15. Two-dimensional quadratic map

EVDUOTLREKTJD F=1.54 L = 8.84
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Figure 3-16. Two-dimensional quadratic map

EWLEWUPSMOGIGS F=1.38 L = 8.8
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Figure 3-17. Two-dimensional quadratic map

EZPMSGCNFRENG

L

= B.29
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If you are an experienced programmer, you might consider writing a screen-
saver program based on PROG0é6. Such a terminate-and-stay-resident (TSR) pro-
gram is run once when the computer is turned on and leaves a portion of itself in
memory, constantly monitoring keyboard and mouse activity. When there isno user
activity for, say, five minutes, it blanks the screen and begins displaying asuccession
of unique strange attractors to prevent screen burn-in. The original screenisrestored
whenever a key is pressed or the mouse is moved. PowerBASIC version 3.0 allows
you to do this easily by inserting the program between POPUP statements.

3.4 The Fractal Dimension

The previous figures differ considerably in how densely they fill the plane.
Some are very thin, others are thick. A good contrastis provided by Figures 3-16 and
3-17. Figure 3-16 resembles a piece of string that has been laid down in a
complicated shape on the page, whereas Figure 3-17 looks like a twisted piece of
paper with many holes in it. Thus the object in Figure 3-16 has a fractal dimension
close to 1, and the object in Figure 3-17 has a fractal dimension closer to 2.

It is possible to be more explicit and to calculate the fractal dimension
exactly. Consider two simple cases, one in which successive iterates lie uniformly
along a straight line that goes diagonally across the page, and the other in which
successive iterates gradually fill the entire plane, as if they were grains of pepper
sprinkled on the paper from a great height. The first case has dimension 1, and the
second has dimension 2. How would we calculate the dimension, given the X and
Y coordinates of an arbitrary collection of such pointse

One methodis to draw a small circle somewhere on the plane that surrounds
at least one of the points. We then draw a second circle with the same center but
with twice the radius. Now we count the number of points inside each circle. Let's
say the smaller circle encloses N; points and the larger circle encloses Ny points.
Obviously N» is greater than or equal to N because all the points inside the inner
circle are also inside the outer circle.

If the points are widely separated, then Ny equals N. If the points are part of
a straight line, the larger circle on average encloses twice as many points as the
smaller circle, but if the points are part of a plane, the larger circle on average
encloses four times as many points as the smaller circle, because the area of acircle
is proportional to the square of its radius. Thus for these simple cases the dimension
is given by
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F=1logy (No /Ny (Equation 3D)

It is hardly surprising that if you do this operation for the cases shown in the figures,
the quantity F is neither O nor 1 nor 2 but rather a fraction.

With real data, a number of practical considerations determine the accu-
racy of the result and the amount of computation required to obtain it:

1. 1s a circle the best shape, or would a square, rectangle, triangle, or some
other shape be bettere

2. How large should the circle be?

3. Is doubling the size of the circle optimal, or would some other factor be
bettere

4. Where should the circles be placed, and how many circles are required to
obtain arepresentative average?

5. How many points are needed to produce a reliable fractal dimension?
Let’s address each of these questions in turn.

There is nothing special about circles. Arectangle, triangle, or any other two-
dimensional figure would suffice, because the area scales as the square of the
linear dimension in each case. However, a circle is convenient because it is easy to
tell whether a given point is in its interior by comparing the radius of the circle with
the distance of the point from its center.

The optimum size of the circle represents a compromise. Ideally, the circles
should be invisibly small, because the dimension is defined in the limit of infinite
resolution. However, if the circles are too small, they contain too few points to
produce a statistically meaningful result, unless an unreasonably large number of
iterations is performed. We somewhat arbitrarily use circles with a radius equal to
about 2% of the diagonal of the smallest rectangle that contains the attractor.

Similarly, doubling the radius of the circle is arbitrary. Small values degrade
the statistics, and large values miss too much of the fine-scale structure. We will use
a value of ten, with the smaller circle about 0.6% the size of the attractor and the
larger circle about 6% the size of the attractor. Thus in Equation 3D we will use
logarithms of base 10 (logy) instead of base 2 (logs).
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Ideally, the circles should be placed uniformly or randomly over the plane.
However, if we were to do this, most of the circles would be empty, and a very long
calculation would be required to obtain an accurate estimate of the dimension.
Instead, we center the circles on the data points themselves. In this way the circles
tend to enclose many points. However, it represents a different type of average
because it weighs more heavily the portions of the attractor where the points are
most dense. Technically, what we are calculating is called the correlation dimen-
sion, because it involves the number of other points that are correlated with each
point in the data set. The correlation dimension is never greater than the fractal
dimension, but it tends not to be much smaller either.

The correlation dimension is only one of many ways to define the dimension
of an attractor. The various methods differ in how the regions of the attractor are
weighedinthe average.Itis probably the easiest method toimplement, andit gives
more reliable results than the fractal dimension when the dimension of the attractor
is greater than about two. The fractal dimension is also called the capacity
dimension, and itis closely related to the Hausdorff-Besicovitch dimension. Further-
more, the correlation dimension is probably a more meaningful measure of the
strangeness of the attractor, because itincludes information about its formation as
well as its final appearance.

The number of data points required to provide an accurate estimate of the
dimension is a question still being debated in the scientific literature. Therefore, we
will use a heuristic approach and continually update the dimension estimate with
each iteration, giving you an opportunity to decide when it seems to have
converged to a unique value. To do this, we must modify the procedure slightly.
Rather than count the number of data points within a circle, which would require
that the calculation run to conclusion with the coordinates of all the points saved,
we use the equivalent method of determining the probability that two randomly
chosen points are within a certain distance of one another. To do this, the distance
of each new iterate from one of its randomly chosen predecessors is calculated.
Now you see why we bothered to save the last 500 iterates! We exclude the most
recent 20 points, because the iterates are likely to be abnormally highly correlated
with their recent predecessors. Thus, with each iteration, we have only one
additional calculationto doin whichwe compare the distance of the iterate to one
of its randomly chosen predecessors and increment N; and Ny, as appropriate.
PROGO7 shows the changes needed to calculate and display the fractal dimen-
sion.

PROGO7. Changes required in PROGO06 to calculate and display the fractal dimension
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1000

1020

1580

1620

2210

2440

3030

3060

3170

3190

3400

3420

3900

3910

3920

3930

3940

REM TWO- D MAP SEARCH (Wth Fractal D nmension)

DI M XS(499), YS(499), A(504), V(99)

P%=0: LSUM=0: N=0: NL =0: NL =0: N2 =0

TWOD% = 2 N D%

XS(P% = X YS(P% =Y

GOSUB 3900 "Cal cul ate fractal dinmension

LSUM = LSUM + LOGDF): NL = NL + 1

IF N> 1000 AND N MOD 10 = 0 THEN LOCATE 1, 76: PRI NT USI NG "##. ##"; L;
XL = XMN - M XH = XMAX + MX; YL = YM N - MY: YH = YMAX + 1.5 * W
YH=YH- .5 * MW

LOCATE 1, 1: PRI NT CODE$

LCOCATE 1, 63: PRINT "F =": LOCATE 1, 73: PRINT "L ="

REM Cal cul ate fractal dimension

IF N < 1000 THEN GOTO 4010 "Wait for transient to settle
IF N = 1000 THEN D2MAX = (XMAX - XM N) A 2 + (YMAX - YMN) ~ 2
J%= (P%+ 1 + |NT(480 * RND)) MOD 500

DX = XNEW- XS(J%: DY

YNEW - YS(J%
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3950 D2 = DX * DX + DY * DY
3960 |F D2 < .001 * TWOD% * D2MAX THEN N2 = N2 + 1
3970 |F D2 > .00001 * TWOD% * D2MAX THEN GOTO 4010
3980 NL = NL + 1

3990 F = .434294 * LOGN2 / (NL - .5))

4000  LOCATE 1, 66: PRINT USI NG "##. ##": F;

4010 RETURN

At this point you might want to examine the fractal dimension of the various
figures in this book as well as the dimension of those you create with PROG07. One
thing you will notice is that the dimension of objects that resemble lines is often less
than 1.0. One reason is that the points that make up the line are seldom uniformly
distributed along its length. Remember that the correlation dimension is usually
smaller than the fractal dimension. They are equal if the points are uniformly
distributed over the attractor. The correlation dimension of a line consisting of a
uniform distribution of points along its length would be exactly 1.0.

Also note that the dimension of most attractors varies considerably from one
part of the attractor to another. Figure 3-11 is a good example of one in which parts
of the attractor resemble thin lines and other parts resemble filled-in planes. It
obviously is simplistic to characterize such an object by asingle average dimension.

The dimension also depends on scale. Itis properly defined in the limit where
one zooms in very tightly on the attractor to observe its finest detail. However, a
calculation in this limit would take forever because an infinite number of iterations
would be required to collect enough points to reveal the detail. Figure 3-13 is an
example of an attractor that is nearly one-dimensional on a large scale but closer
to two-dimensional on a fine scale. Our calculation provides what might be called
a visual dimension because it is taken on a scale close to what the eye can visually
resolve. In any case, you should not ascribe undue significance to the calculated
dimension.

Also note that we are using the word "dimension" to mean several different

things. The maps that we are looking at are two-dimensional because they have
two variables, X and Y. However, the attractor has a smaller dimension. We say the
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attractoris embedded in a two-dimensional space or that the embedding dimen-
sionis 2. A point or a line can be embedded in a plane, but a ball cannot.

An attractor usually fills a negligible portion of the space in which it is
embedded. That'swhyit's called an attractor! Points initially distributed throughout
the embedding space are drawn to the attractor after a number of iterations, and
theremaining spaceisleftempty.Thus the area of an attractorembeddedin atwo-
dimensional space is zero, and the volume of an attractor embedded in a three-
dimensional space is zero, and so forth.

It is also interesting that the fractal dimension and the Lyapunov exponents
are not entirely independent. It has been conjectured that the fractal dimension is
related to the two Lyapunov exponents by

F=1-17/0Ly (Equation 3E)

where L is the more positive of the two exponents and is the one we denote by L
in the figures. If both Lyapunov exponents are known, Equation 3E can be used to
define a dimension of the attractor, called the Lyapunov dimension. The Lyapunov
dimension is also called the Kaplan-Yorke dimension after the scientists who
proposed an extension of Equation 3E to higher dimensions.

This relation is reasonable because, if the two exponents are equal but of
opposite signs (Ly =- L), the contractionin one direction is just offset by expansion
inthe other. A set of initial conditions spread out over a two-dimensional region thus
maintains its area upon successive iteration. Such a mapping is said to be area-
preserving, symplectic, or Hamiltonian, after the 19th-century Irish astronomer,
William Rowan Hamilton. On the other hand, if the contraction is very rapid (Lp is
large and negative), the initial conditions quickly collapse to a very elongated
ellipse whose dimension is close to 1. Such a contraction is sometimes called
filamentation.

Armed with information about the fractal dimension, you can program the
computertobe evenmore selective. Forexample, the visually appealing attractors
tend to have fractal dimensions slightly greater than 1, and thus you could reject
those with smaller dimensions or those with dimensions close to 2. We return to this
intriguing possibility in Chapter 8.
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3.5 Higher-Order Disorder

With one-dimensional maps, the attractors became more interesting when
we considered terms higher than quadratic. Itis straightforward to do the same with
two-dimensional maps. For example, the most general equations for two-dimen-
sional cubic maps are

X1 = + Xy + agXn? + agXpS + asXn?Yp,

+0agXnYn + A7XnYp? + ag¥p + Ag¥p? + agoYp?

Yne1 = Q11+ Q12X+ @13Xn2 + a1 4% + 015X Y

+a16XnYn + 017X Y2 + a1gYN + aj9Y 2 + dpg¥pS (Equation 3F)

Note that there are 20 coefficients, which vastly increases the number of
possible cases. The fourth-order case would have 30 coefficients, and the fifth-order
case would have 42 coefficients. If you prefer an equation, a two-dimensionalmap
of order O has (O + 1)(O + 2) coefficients. We will code the cubic, quartic, and
quintic cases with the letters F, G, and H, respectively.

The changes that must be made to the program to generate attractorsintwo
dimensions up to fifth order are given in PROGO08.

PROGO08. Changes required in PROGO07 to generate attractors in two dimensions up to fifth order
1000 REM TWO- D MAP SEARCH ( Pol ynomi als up to 5th Order)
1020 DI M XS(499), YS(499), A(504), V(99), XY(4), XN(4)

1060 OVAX% = 5 " Maxi mum order of pol ynoni al

1720 Mo = 1: XY(1) = X XY(2) = Y
1730 FOR 1% = 1 TO D%
1740 XN(19% = A(MA

1750 M= Mo+ 1
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1760

1770

1780

1790

1800

1810

1820

1830

1840

1850

1860

1870

1880

1890

1900

1910

1920

1930

1940

1950

1960

1970

1980

FOR 11% =1 TO D%

XN(19 = XN(1% + A(MAJ *
Mo= Mo+ 1

FOR 12% = 11% TO D%
XN(1% = XN(1% + A(MA *
Moo= Mo+ 1

IF O%= 2 THEN GOTO 1970
FOR 13% = 12% TO D%
XN(1T9 = XN(19% + A(MAJ *
Mo= Mo+ 1

IF O% = 3 THEN GOTO 1960
FOR 14% = 13% TO D%
XN(1% = XN(19% + A(MA *
Mo= Mo+ 1

IF O%= 4 THEN GOTO 1950
FOR 15% = 14% TO D%
XN(19 = XN(1% + A(MAJ *
Mo= Mo+ 1

NEXT | 5%

NEXT | 4%

NEXT | 3%

NEXT | 2%

NEXT | 1%

XY( 1 1%

XY(1 1%

XY( 1 1%

XY(1 1%

XY( 1 1%

*

*

*

*

XY(1 2%

XY(12% * XY(13%

XY(129% * XY(13% * XY(14%

XY(12% * XY(13% * XY(14% * XY(15%
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2000 NEXT | %

2010 M= Mh- 1: XNEW= XN(1): YNEW = XN(2)

PROGO8 could have been written more compactly, but it is done this way to
simplify its extension to even higher dimensions. Examples of attractors produced by
this program are shown in Figures 3-18 through 3-41.

Figure 3-18. Two-dimensional cubic map

FIRPGUTF IDGCSXMFPKIDJ F=15 L =08.26
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Figure 3-19. Two-dimensional cubic map

F ISMH(CHPDFRFBREALIFD F=145 L

= B.13
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Figure 3-20. Two-dimensional cubic map

FJYCBMNFNYOEF YUGHHESU
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Figure 3-21. Two-dimensional cubic map

FLGROKJFELDGEXSUEEWYE F=1.25 L

= B.15
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Figure 3-22. Two-dimensional cubic map

FMGGNDPHUONKFQUI IHBUF F=1.29 L = H.86
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Figure 3-23. Two-dimensional cubic map

FNHZBEETDORVLAOTUPENH

1.28

L

= B.84
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Figure 3-24. Two-dimensional cubic map

FNUYLCURDUHQUQMRZQWQB F=1.35 L =8.15
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Figure 3-25. Two-dimensional cubic map

FOUFKWKE IBPGNYPVRUCYU F=1.5¢ L =8.13
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Figure 3-26. Two-dimensional quartic map

GFUXRRRUIRDYKDUBPHHOMOBRIRBINCS F=1.34 L = 8.83

I\
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Figure 3-27. Two-dimensional quartic map

GGNXVYVUASWNMNFFQOFJTHRENRFWREJH F=1.4¢7 L =8.13
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Figure 3-28. Two-dimensional quartic map

GLURFSRHUMSEHTOBRXJDXQSMFJBUUFG F=1.46 L =H.1H

92



93



Figure 3-30. Two-dimensional quartic map

GOD IDSBTPNDBSGOROKGARMCCONXFHUL) F=1.21 L =8.15
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Figure 3-31. Two-dimensional quartic map

GRMJBCS0AFMBRRSSUHCHBWUSRICKAA F=1.43 L = 8.88
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Figure 3-32. Two-dimensional quartic map

GTPMJEFSCUUMSHBUPCBUTBRRUXHSXIT F=1.25 L = 8.88

26



Figure 3-33. Two-dimensional quartic map

GUETJGI INOTHGF YLJOUVEEMXTEGDHLM

1.44

L

= B.8B6
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Figure 3-34. Two-dimensional quintic map

HGE(QGOY IR)QPEUJBERPX TUUSJHOVIDUAY YPRN TXFLGAM F=1.36 L
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Figure 3-35. Two-dimensional quintic map

HHUO IEG IDJCSFUFJCQGRUGMCLHEPWKRCCYF IR(P¥APH F=1.49 L = 8.84
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Figure 3-36. Two-dimensional quintic map

HMSMTNCONSQJOTROPAOML YNDPUQWUQJUEGNUAYGDL I T F=1.68 L =8.13
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Figure 3-37. Two-dimensional quintic map

HOQBESK IXOQMEEOVUNAHXLBOQQJXE YMBUMBOEFVDBAFPLUU F=1.3¢7 L =8.45
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Figure 3-38. Two-dimensional quintic map

HODHFCHDPFUX0 IXKPUM IQJJFORCYELP TIJPBSPOFGAPL F=1.68 L = H.H5
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Figure 3-39. Two-dimensional quintic map

HSARYDPNQ I YYBGSXBFOFLRRPSWDEQGOSMSCONFEBURE F=1.43 L =8.81
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Figure 3-40. Two-dimensional quintic map

HUHDXLMSME IBUMCHNROCPSPJMTFHNPEDJ(LNFOBT THMP T F=1.32 L =8.88
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Figure 3-41. Two-dimensional quintic map

HUNTBSGUWF IJIQF TJZ IGRJ TDXWLMDPWSVUNEFVSBMYFE F=1.52 L =8.35

Perhaps this is a good point to pause and reiterate in what sense these
objects are attractors. If you choose initial values of X and Y somewhere near the
attractor, within its basin of aftraction, and substitute these values into the equa-
tions that describe the attractor, the new values of X and Y represent a pointin the
plane that is closer to the attractor. After a number of iterations, the point works its
way to the attractor, and thereafter it moves around on the attractor in some
complicated manner, eventually visiting every part of the attractor. The next
position can always be simply and accurately predicted from the current position,
but the small, inevitable uncertainty in position continually increases so that along-
term prediction is impossible, except to say that the point is somewhere on the
attractor. You can think of the attractor as the set of all possible long-term solutions
of the equations that produced it.

Besides the error in knowing perfectly the initial conditions, there are also
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computer round-off errors at each iteration. Given the extreme sensitivity to small
errors, you may wonder whether any computeris capable of calculating correctly
such a chaotic process. It is true that if the same chaotic equations are iterated on
two computers using different precision or round-off methods, the sequence of
iterates is almost certainly completely different after a few dozen iterations.
However, the appearance of the attractoris probably the same. Insuch acase, we
say that the solution is sfructurally stable or robust. Furthermore, according to the
shadowing lemma, an appropriate small change in initial conditions produces a
chaotic sequence that follows arbitrarily close to the computed one.

Since computers always round the results of calculations to a finite number
of digits (or more precisely, bits), a limited number of values is allowed. Thus
successive iteration of a map always eventually repeats a previously obtained
value, whereupon the solution reproduces exactly the same sequence of states as
it did before. Strictly speaking, every such solution is periodic, and true chaos
cannot be observed with a computer. However, with double-precision floating-
point variables, which are normally 64 bits, there are 264 or about 1017 possible
values. It can be shown that an average periodicity occurs after about the square
root of this number of iterations, which is about 3x 107. Until the number of iterations
approaches this value, there is little cause to worry. For maps higher than one
dimension, this problem is even less serious because all the variables have toreach
a previously existing state at the same time.

It is also interesting to realize that infinitely many periodic solutions are
embedded in each attractor. These solutions are called periodic orbits. From
wherever you start on the attractor, you eventually return to a point arbitrarily close
to the starting point. This result is called the Poincaré recurrence theorem, after
Jules-Henri Poincaré, a French mathematician who a hundred years ago por-
tended the modern era of chaos. Thus by making only asmallchange in the starting
point, it is possible, in principle, to return exactly to the starting point, which implies
a periodic orbit with a period equal to the number of iterations required to return.
Most of these orbits have very large periods, however.

Every point on the attractoris arbitrarily close to such a periodic orbit, but the
chance that a randomly chosen point on the attractor lies on such an orbit is
infinitesimal. We say that the periodic orbits are dense on the attractor. These orbits,
though infinite in number, constitute a Cantor set of measure zero. The periodic
orbits are unstable in the sense that if you get just slightly off the orbit, you continue
to get farther away with each iteration.

The strange attractors exhibited in this book are examples of orbital fractals.
They should be distinguished from escape-time fractals, which show the basin of
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attraction and typically display with color the number of iterations required for
pointsoutside the basinto escape beyondsome predefinedregion.The Mandelbrot
and Julia sets are perhaps the best-known escape-time fractals. Escape-time
fractals require much longer computing tfimes to develop but provide dazzling
displays with exotic fine-scale structures.

3.6 Strange Attractor Planets

The previous figures have obvious beauty, but they generally lack symmetry.
Nature mixes symmetry with disorder, and our sense of beauty has developed
accordingly. The Earth viewed from outer space is beautiful in part because the
iregular features of the clouds and continents are superimposed on a nearly
perfect sphere.

There are many ways to do the same with our attractors. Suppose, for
example, X and Y are not the horizontal and vertical positions in a plane but rather
the longitude and latitude on the surface of the Earth. The result is an object that
might resemble a strange planet with swirling clouds, oceans, canals, craters, and
other features.

Note that mapping a plane onto a sphere is a nonlinear transformation. You
can’'twrap apiece of paper around a globe without alarge nonuniform stretching.
That's why Greenland looks larger than South America on most flat maps. When a
sphere is projected onto a flat computer screen or onto the page of a book, it is
stretched so as to magnify the central portion of the attractor and compress the
edges.

If gis the longitude (measured from zero at the right edge) andf isthe latitude
(measured from zero at the top), the X and Y coordinates of the projection of a
sphere onto the screen are given by

XIO = COS _sin _

YIo =COS _ (Equation 3G)

We get q from X by a scaling that keeps qin the range of 0 to p radians (180
degrees), because there is no need to plot points that lie on the back side of the
planet. Similarly, we get f from Y by a scaling that keeps f in the range of 0 (atf the

North Pole) to pradians (at the South Pole). The program modifications required to
accomplish this tfransformation are given in PROGO09. This program allows you to
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toggle back and forth between the two types of projection by pressing the P key.

PROGO9. Changes required in PROGO08 to project attractor onto a sphere

1000

1110

2260

3200
3310
3320

3330

3750

4100
4110
4120
4130
4140

4150

108

REM TWO- D MAP SEARCH (Projected onto a Sphere)

PIT% = 1 "Projection is spherical
IF PJT% = 1 THEN GOSUB 4100 "Project onto a sphere
XA = (XL + XH) / 2: YA=(YL+YH [/ 2

IF PJT% <> 1 THEN LINE (XL, YL)-(XH, YH), , B
IF PJT% = 1 THEN CI RCLE (XA, YA), .36 * (XH - XL)

TT = 3.1416 / (XMAX - XM N): PT = 3.1416 / (YMAX - YMN)

IF Q6 ="P" THEN PAT% = (PJT% + 1) MOD 2: T%= 3: IF N> 999 THEN N = 999

REM Proj ect onto a sphere

TH = TT * (XMAX - XP)

PH = PT * (YMAX - YP)

XP = XA + .36 * (XH - XL) * COS(TH) * SI N PH)
YP = YA+ .5* (YH- YL) * COS(PH)

RETURN

Figures 3-42 through 3-57 show some examples of two-dimensional attractors



projected onto asphere. Note that the features on the attractors tend to converge
at the poles at the tops and bottoms of the figures. This convergence could be
suppressed by using an area-preserving fransformation that stretches the Y values
near the poles by the same factor that the X values are compressed. The simplest
way to produce this effect is to delete line 4140.

Figure 3-42. Two-dimensional quadratic map projected onto a sphere

ECSRRVWLGFF3 F=179 L =822
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Figure 3-43. Two-dimensional quadratic map projected onto a sphere

ECU(KGH()TPHTE F=1.78 L =8.14
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Figure 3-44. Two-dimensional quadratic map projected onto a sphere

EKPNERVOTEYCH F=1.49 L =8.26
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Figure 3-45. Two-dimensional quadratic map projected onto a sphere

EUUACKDE) IGEHF F=1.72 L =8.15
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Figure 3-46. Two-dimensional cubic map projected onto a sphere

FEAWYMEAEUVRNBGXWUFKH
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Figure 3-47. Two-dimensional cubic map projected onto a sphere

FLO)OBERSWKEDRNYRQ IRKDG F=1.53 L =8.18
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Figure 3-48. Two-dimensional cubic map projected onto a sphere

FLUCBPUBOXRJREOFMUFDCH
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Figure 3-49. Two-dimensional cubic map projected onto a sphere

FMEGUTLME(RFCSSTOYRH F=1.33 L =8.4
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Figure 3-50. Two-dimensional quartic map projected onto a sphere

GJCPYDUBNJUMEBGJROU IHUXIDNDY IH

1.54

L

= H.12
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Figure 3-51. Two-dimensional quartic map projected onto a sphere

GLO)GRLUFUCASAWSVRVEGGFFNP YHOKRM F=1.14 L = 8.87
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Figure 3-52. Two-dimensional quartic map projected onto a sphere

GNUCAVUJOVL INUWMENHCHMQOJAD IWHT Y F=1.23 L =8.11
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Figure 3-53. Two-dimensional quartic map projected onto a sphere

GTNS TDPRSONFJAHNC YFLDWFKSPDECY
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Figure 3-54. Two-dimensional quintic map projected onto a sphere

HEAUYO I TEOD IBEQXW INWORKKLWJLEXGQUUULVF JUKUG
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Figure 3-55. Two-dimensional quintic map projected onto a sphere

HFJFUEASKFNFGNFMSAUSHINGBJCD YUGFHPULWHSZG TI) F=1.48 L = 8.17
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Figure 3-56. Two-dimensional quintic map projected onto a sphere

HLT(3SREWCLUGBNYOSUKE I IHLUDRJRKFJGTCHNXKYOMC F=1.38 L = 8.88
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Figure 3-57. Two-dimensional quintic map projected onto a sphere

HOKEFWLHUMO IXLAEEGWTURMBTSJOSCJ IBARB YXSXLDJ F=1.35 L =8.17

If you are using PowerBASIC or its predecessor, Turbo BASIC, and VGA
graphics, you will notice a slight incompatibility with the CIRCLE command that
causes the size of the circle that surrounds the attractor to vary from case to case.
In these dialects of BASIC, the radius of the circle in SCREEN modes 11 and 12 is
specified in units of the screen height rather than its width. If you encounter this
problem, try replacing .36 * (XH - XL) in line 3320 with .5 * (YH - YL).

Planes and spheres are not the only two-dimensional surfaces onto which
attractors can be projected. A cylinder is another possibility. The cylinder can be
oriented with its axis either horizontal or vertical or tilted at some arbitrary angle. A
torus is another possibility. You may be able to think of other more exotic surfaces
onto which the attractors can be projected.
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3.7 Designer Plaids

It is interesting that all the one-dimensional maps described in the previous
chapter are included in the two-dimensional cases. One needs only o set the
coefficients of the Y equation to zero. For example, a two-dimensional map
equivalent to the logistic equation is given by the code EMu%M?. However,
because Y doesn’t change with successive iterations, a graph of Y versus X is simply
a straight, horizontal line.

To display the logistic parabola, we need to replace X with the next iterate
of Xand Y with the second next iterate of X. Two successive iterations of a quadratic
map requires a fourth-order equation. A code that accomplishes this is
GMu%BM BNHUIMIO.

There are other examples of two-dimensional maps that are really one-
dimensional maps in disguise. Suppose X,4; depends only on Y, and Y4
depends only on X,. Then X, depends only on X,, and we have a one-
dimensional map for X in which Y is merely an intermediate value of X. The most
general fifth-order polynomial example of such a case is

Xn+1 = Q1 +017Yn + a1gYn2 + a9Y¥p3 + agg¥pt + g VP
Vi1 = Q90 + G93Xn + QpgXn? + GgsXn + ageXnd + agyXp®  (Equation 3H)

This case can be achieved by setfting the remaining 30 coefficients to zero in
PROGO09 by adding the following line after line 2730:

2735 IF (1%>1AND 1 %< Mo/ 2 - O ORI%> Mo/ 2 + O%+ 1 THEN M D$( CODES,
1%+ 1, 1) ="M

The result is to produce a 25th-order, one-dimensional polynomial map displayed
in two dimensions.

Figures 3-58 through 3-61 show sample attractors obtained in thisway. Notice
that they fillin rectangular regions resembling a plaid tartan, in sharp contrast to all
the previous cases. These attractors are especially appropriate for projecting onto
spheres because the features line up east-west along parallels and north-south
along meridians. Figures 3-62 and 3-63 show some examples of plaid planetary
attractors.
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Figure 3-58. Two-dimensional quadratic plaid map

ECMMMEWHXEMMM
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Figure 3-59. Two-dimensional cubic plaid map

FNMMMMMMMFUF YXMMMMMMN F=1.33 L =8.18
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Figure 3-60. Two-d
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Figure 3-61. Two-dimensional quintic plaid map

HEMMMMMMMMMMMMMMMMMMLEX JLMMMMMMMMMMMMMMMMMY F=8.91 L =8.11
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Figure 3-62. Two-dimensional quadratic plaid map on a sphere

ERMMMEAS YMMM F=1.82 L =8.23
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Figure 3-63. Two-dimensional quintic plaid map on a sphere

HOMMMMMMMMMMMMMMMMMN YGSPPMMMMMMMMMMMMMMMMMN F=1.79 L =8.14

You might want to try adding colors to emulate a decorative cloth pattern.
One way to do this is to color the pixels according to the number of times they are
visited by the orbit. This is easily done by changing line 2300 in the program to

2300 PSET (XP, YP), (PONT (XP, YP) + 1) MD 16

which causes the color of the existing point at (XP, YP) to be tested and then plotted
with the next color in the palette of 16 colors. In Chapter 4, we discuss other ways
to produce colorful attractors.
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3.8 Strange Atiractors that Don't

From the foregoing discussion, you might conclude that all chaotic equao-
tions produce strange attractors. Suchis not the case. Under certain conditions, the
successive iterates of an equation wanders chaotically throughout a region of the
plane. There is no basin of attraction, and initial conditions near but outside the
chaoticregion are not drawn to the region but ratherlie on closed curves. Although
the chaotic region is not a strange attractor, it may have considerable beauty.

For a chaotic solution not to attract, the area occupied by a cluster of nearby
initial conditions must remain the same with successive iterations. The cluster
generally contracts in one direction and expands in the other, but the contraction
and expansion just cancel, producing a long, thin filament of constant area. A
characteristic of such a case is that the two Lyapunov exponents are equal in
magnitude but of opposite signs. Such a system is area-preserving. An important
class of area-preserving systems are Hamiltonian systems with their corresponding
symplectic maps.

You might think that Hamiltonian systems are relatively rare in nature, be-
cause they require a special condition. However, there are many important
examples of Hamiltonian chaos. They arise because there are quantities in nature
such as energy and angular momentum that, in the absence of friction, remain
accurately constant no matter how complicated the behavior of the system. We
say these quantities are conserved or that they are constants of the motion. The
motion of a planet orbiting a binary-star system or the motion of an electron near
the nullin a magnetic field exhibits Hamiltonian chaos. A more familiar example is
the filamentation of milk when it is stirred into coffee, in which case the volume of
the milk is conserved because liquids are nearly incompressible.

With equations such as those we have been using with randomly chosen
coefficients, the chance of inadvertently finding an area-preserving solution is
essentially zero. However, by placing appropriate conditions on the coefficients,
we can guarantee such solutions. The following is an example of an area-preserv-
ing, two-dimensional polynomial map:

Xne1 = A7 + QoXpy + AaXn2 + AgXpS + asXd + agXn® £ Yy,
Yn+1 = Ao £ X, (Equation 3l)
This map is fifth order to provide seven arbitrary coefficients that ensure a

large number of solutions. The coefficient labels are consistent with the general two-
dimensional fifth-order map, in which 33 of the coefficients have been set to zero.
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The two terms preceded with £ have coefficients (a;7 and ap3) of either +1 or -1,
and this feature guarantees an area-preserving solution. If the signs are the same
(both plus or both minus), chaotic solutions are not found. Hamiltonian chaos can
occurwhen the signs are opposite. The negative product of these two coefficients
is the Jacobian of the map (J = -a;7053). The Jacobian is a measure of the net
confraction, and it must equal 1.0 for a Hamiltonian system.

Hamiltonian cases can be produced by adding the following linesto PROG09
after line 2730:

2735 IF1%> O%+ 1 AND |1 % <> M/ 2 + 1 THEN M D$( CODES$, | % + 1, 1)
:llMl
2736 M D$( CODE$, MW/ 2 - Q%+ 2, 1) = "W: M D$(CODES, Mb/ 2 + 3, 1)
BN

Sample chaotic symplectic maps are shown in Figures 3-64 through 3-71.
Most of the cases resemble chains of islands in which each island contains a fixed
point surrounded by closed contours that are not shown. These cases were
produced using initial values of X =Y = 0.05. Other initial conditions would produce
completely different pictures because there is no attractor.
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Figure 3-64. Two-dimensional quintic symplectic map

HDCEEYSMMMMMMMMMMUMMMMNCHMMMMMMMMMMMMMMMMMMM F=1.18 L = B.84
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Figure 3-65. Two-dimensional quintic symplectic map

HFOWF ITPMMMMMMMMMMUMMMMRCHMMMMMMMMMMMMMMMMMMY F=1.88 L = 8.8
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Figure 3-66. Two-dimensional quintic symplectic map

HHJJ¥YPHMMMMMMMHMMMUMMMMUCHMMMMMMMMMMMMMMMMMY F=1.49 L =8.89
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Figure 3-67. Two-dimensional quintic symplectic map

HIOM¥NHMMMMMMMHMMHMCHMMMFWMMMMMMMMMMMMMMMMMMY F=1.82 L = 8.8
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Figure 3-68. Two-dimensional quintic symplectic map

HROX TCGMMMMMMMMMMUNMMMMCCHMMMMMMMMMMMMMMMMMM F=1.15 L = H.83
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Figure 3-69. Two-dimensional quintic symplectic map

HVEMBUMMMMMMMMMMHCHMMMNWMMMMMMMMMMMMMMMMMMM F=1.22 L = 8.83
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Figure 3-70. Two-dimensional quintic symplectic map

HVUFM T TCMMMMMMMMMMCHMMMQUMMMMMMMMMMMMMMMMMMN F=1.35 L =8.8B
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Figure 3-71. Two-dimensional quintic symplectic map
HUNSGEQMMMMMMMMMMUMMMMECMMMMMMMMMMMMMMMMMMY F=1.16 L = 8.83

These cases have a different look from non-symplectic strange attractors.
The difference is even more pronounced if you watch while they develop on the
computer screen. Whereas the regions of a strange attractor tend to be visited
uniformly and apparently randomly, the symplectic maps develop much more
slowly. The points often wander over a small region for tens of thousands of
iterations, and then they suddenly begin tofillin a new distinctregion that has never
beenvisited before. Consequently, many more iterations are required to determine
the stability and chaotic nature of the solution. You need to be patient while the
computer calculates.

The different tfime behavior of these cases raises an important issue. When
you view any of the figures in this book, you are seeing a static object. However, it
was produced by adynamic process. Information about the sequence inwhich the
points accumulated has been lost. This additional information is recovered when
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you watch the attractors develop on your computer screen. Most of the attractors
fillin uniformly. Their contrast gets progressively greater, much like a photographic
print being developed.

However, the symplectic maps develop more slowly and in stages. If your
computerhas a color monitor, you might try exhibiting this sequence by plotting the
points in color and changing the color every few thousand iterations. Some
examples using this tfechnique are shown in Section 7.5. If you try this for the non-
symplectic attractors, the colors overlap and merge into a uniform gray, or you just
see the mostrecent color. For the symplectic maps, beautiful color patterns can be
produced. Otherwise, continue on to the next chapter, where various color
techniques are discussed.

3.9 A New Dimension in Sound

With one-dimensional maps, we tried to make music by letting successive
iterates control the pitch of the musical notes, all of which were of the same
duration. The same procedure can be used with two-dimensional maps. However,
we have a second variable at our disposal, so let’s use it to confrol the duration of
each note. With actual music, it turns out that there are many more notes of short
duration than of long duration. There are roughly twice as many half notes as whole
notes, and twice as many quarter notes as half notes, and so forth. This remarkable
result seems to hold for all types of music from different composers and cultures. It
is evidence of hidden determinism in music.

The program modification PROG10 uses the X value to control the pitch and
the Y value to control the duration of the notes. For convenience, we assume that
the longest note is a whole note and the shortest note is a sixteenth note. Dotted
notes and rests are not allowed.

PROG10 also adds to the program a menu screen that reminds you of the §
command, which toggles the sound on and off, and the P command, which
toggles the projection between planar and spherical. We also introduce an A
command to initiate the search for attractors, a D command to toggle between
one-dimensional and two-dimensional maps, an I command to let you input the
code of an attractor that you know, and an X command to exit the program.
Pressing any other key displays the menu screen.
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PROG10. Changes required in PROGO09 to produce chaotic music and provide a menu screen

1000 REM TWO-D MAP SEARCH (Wth Misic and Menu Screen)

1100 SND% = 1 "Turn sound on
1110 PIT% = 0 "Projection is planar
1170 GOSUB 4200 ' Di spl ay nenu screen

1180 IF @ = "X'" THEN GOTO 1250 'Exit inmmedi ately on conmand

2450 I|F QWo > 0 THEN GOTO 2490 'Skip tests when not in search node

2640 IF Qwo > 0 THEN GOTO 2730 'Not in search node
2650 Q=2 + INT((OMAX% - 1) * RND)
2660 CODE$ = CHR$(59 + 4 * D+ ON

2680 GOSUB 4700 'Get value of Mh

3530 |F D%>1 THENDUR =2 A INT(.5 * (YH- YL) / (YNEW- 9 * YL/ 8 + YH/ 8))

3610 |F ASC(@) > 96 THEN @ = CHR$(ASC( @) - 32) 'Convert to upper case
3630 IF @ = "" ORINSTR("AD PSX', ) = 0 THEN GOSUB 4200
3640 |F @& = "A" THEN T% = 1. QWo= 0

3680 |F @ ="D'" THEN D% =1 + (D%MD 2): T%=1

3730 IF QB ="1" THEN I F T% <> 1 THEN SCREEN 0: W DTH 80: COLOR 15, 1: CLS: LINE
| NPUT "Code? "; CODE$: |F CODE$ = "" THEN G =" ": CLS: ELSE T%= 1: QWo= 1:
GOSUB 4700

3790 IF @ = "X" THEN T% = 0
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4200 REM Di spl ay nenu screen
4210 SCREEN 0: WDTH 80: COLOR 15, 1: CLS

0

4220 WHILE @& = "" OR INSTR("AI X', )
4230 LOCATE 1, 27: PRI NT "STRANGE ATTRACTOR PROGRAM'

4260 PRI NT : PRI NT

4270 PRI NT TAB(27); "A. Search for attractors"

4300 PRI NT TAB(27); "D:. Systemis"; STR$(D¥%; "-D pol ynom al
4370 PRI NT TAB(27); "l: Input code from keyboard"

4400 PRI NT TAB(27); "P: Projectionis ";

4410 IF PJT% = 0 THEN PRI NT "pl anar "

4420 IF PJT% = 1 THEN PRI NT "spherical "

4540 PRI NT TAB(27); "S: Sound is ";

4550 I F SND% = 0 THEN PRI NT "of f"

4560 IF SND% = 1 THEN PRI NT "on "

4600 PRI NT TAB(27); "X Exit progrant

4610 @& = | NKEYS

4620 IF @ <> "" THEN GOSUB 3600 ' Respond to user command
4630 V\END

4640 RETURN

4700 REM Get di nensi on and order

4710 D% = 1 + | NT((ASC(LEFT$(CODES, 1)) - 65) / 4)

144

map



4740 O% = 2 + (ASC(LEFT$(CODE$, 1)) - 65) MD 4

4750 Moo= 1: FOR 1% =1 TOD% Moo= Mo* (O%h+ 1%: NEXT | %
4770 | F LEN(CODE$) = Mo+ 1 OR QWo <> 1 THEN GOTO 4810

4780 BEEP "I'll egal code warning

4790 VWHI LE LEN(CODE$) < Mo+ 1: CODE$ = CODE$ + "M': VEND
4800 | F LEN( CODE$) > M¥% + 1 THEN CODE$ = LEFT$( CODE$, Mo + 1)

4810 RETURN

As you listen to the music produced by the various attractors, you may
discover relations between the quality of the music and the appearance of the
attractor. The cases that seem most musical tend to have certain visual character-
istics, which are left for you to discover. Do attractors that appeal to the eye also
appeal to the ear?

Afteryou have generated some music of your own, you may want to try some
of the casesin Table 3-1 using the | command to input them to the program. These
cases have been selected for their musical quality and are limited to quadratic
maps to simplify typing their codes. An interesting study would be to accumulate
your own longer list of musical attractors and to see if they preferentially have
certain fractal dimensions and Lyapunov exponents. If so, then it should be possible
to program the computer to be a music critic as well as an art critic.
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Table 3-1. List of some musical attractors and their characteristics

Code F L Code F L

EDFLQJI GDGVBIV 1.17 0.35 EPLKONGALTVDD 1.03 0.20
EG TI KLINSKAT 1.19 0.04 EQVHVRXREMIED 1.50 0.19
EHXJ CQMYL ONDK 0.95 0.12 ERKKCUNHERKAV 1.51 0.47
EJETCOHRSI QFN 1.56 0.25 ESHKBEW FUCPJ 1.43 0.39
EKLVEVAGCSGYJ X 1.12 0.20 ETFIJINWMKESAFX 0.97 0.30
ELLNJNEAMPLDX 1.11 0.64 EUFLXKI ETROOO 0.90 0.40
ENI DATWFTPOSL 1.62 0.26 EVHEQLLDWVVBFP 1.47 0.49
EOKYEVNMDXXJ UP 0.84 0.22 EXINXAI FANNEN 1.60 0.17

After listening to the enormous variety of musical sequences that can be
generated by this technique, you might wonder whether your favorite musical
composition could be compressed into a short code and generated using iterated
maps. After all, even the simple cases in Table 3-1 are chosen from among about
6x 1016 different codes, and each code corresponds to a different piece of music.

However, a typical musical piece might have hundreds or thousands of
notes, each of which canrepresent dozens of pitches and many durations. Thus we
can be fairly confident using the principles of information theory that such extreme
compression is unlikely, unless music has considerably more structure than is
apparent. However, if you only want to generate a short tune with a few notes,
there might well be a way to do so using this technique. If you are mathematically
inclined, take it as a challenge to find a way to do this.

The generation of computer music using chaotic iterated mapsis a promising
technique sfill in its infancy. You may want to incorporate more sophisticated
musical rules into the program to generate music that is much more pleasing than
what results from this simple procedure. Furthermore, an interesting project would
be to turn the process around and see if music written by humans resembles a
strange afttractor, and if so, to measure its fractal dimension and Lyapunov
exponent. Perhaps music of different types or by different composers would have
different values of these quantities.
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Chapter 4

Attractors of Depth

A two-dimensional world is a mere shadow of reality. The techniques de-
scribedin the previous chapters are easily extended to produce attractors embed-
dedinthe three-dimensionalspacein whichwe live. The challengeisin finding ways
to exhibit and visualize such three-dimensional objects within the limitations of the
computer screen and printed page. This chapter emphasizes new visualization
techniques and provides many new examples of strange attractors that have
depth as well as width and height.

4.1 Projections

The procedure for seeking attractors in three dimensions (which we might
whimsically call strange atfractors of the third kind) is just like the two-dimensional
case, except that we infroduce a third variable Z to accompany X and Y. You can
think of Z as representing the position in a direction out of the screen or page on
which the attractoris displayed. We assume the direction of positive Z is in front of
the page and the direction of negative Z is behind the page, asis customary for a
conventionalright-handed coordinate system. The termright-handed comes from
the convention that if you point the fingers of yourright hand in the direction of the
X-axis and curl them so that they point along the Y-axis, your thumb points in the Z
direction. This choice is purely arbitrary but widely accepted.

The simplest system of equations that produces strange attractors embed-
dedin athree-dimensionalspaceis a set of coupled quadratic equations, the most
general form of which is given by

Xn+1 =071 +apXp + OSXnQ T AgXnYn T O5Xnln + A4y

+a7Yp? + ag¥nZp + aglp + Ay oln?

Y+l = Q11 +Q10Xn +A13X02 + A1 X0 Y + 15XnZn + A6V

tap Y+ a18Ynin * a19ln + OQOZn2

Zn+1 = 0] + QooXpy + A93Xn2 + GogXn Yy + Go5XnZn + Gog¥n
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+ 027Yn2 +apgYnlny + A9l + OSOZn2 (Equation 4A)

These equations have 30 coefficients, which allow an enormous variety of
attractors. The extension to equations with orders higher than two is straightforward.
Three-dimensional cubic equations have 60 coefficients, quartic equations have
105 coefficients, and quintic equations have 168 coefficients. The number of
coefficientsfororderOisgivenby (O +1)(O+2)(O+3) /2. We willcode the second-
order through fifth-order systems in three dimensions with the initial letters |, J, K, and
L, respectively.

Note that 168 coefficients allows 25168 or about 10234 combinations. This is
a truly astronomical number. Even if only a small fraction of them correspond to
distinct strange attractors, their number enormously exceeds the number of elec-
trons, protons, and neutrons in the entire universe—a mere 1077 Thus the number
of fifth-order three-dimensional strange attractors is essentially infinite. You can
have a large collection of your own, none of which are likely to be reproduced by
anyone else unless you give them the code you used to produce them. The code
is like a combination lock with 168 settings that all must be entered correctly and in
the proper order.

Now we must confront the issue of how best to display an object composed
of points in a three-dimensional space. Such problems are in the domain of a new
specialty called visualization, whichwe may define as the use of computerimagery
to gain insight info complex phenomena. The need for improved visualization
techniques has emerged from the rapidly growing use of computers as the primary
tool for scientific calculation and modeling. As computers become more powerful,
it is increasingly important to devise methods of dealing with large quantities of
data. The eye and brain are very efficient at discerning visual patterns, and these
patterns permit an intuitive understanding of complicated processes in a way that
equations often cannot. Scientists have recently developed impressive visualizo-
tion techniques, simple versions of which are presented here.

The simplest method is toignore one of the coordinates and to plot the points
in the remaining two dimensions. This method is equivalent to looking at the shadow
cast by an object when illuminated from directly above by a point-source of light
a large distance away. If the light source is on the Z-axis, we say the attractor is
projected onto the XY plane. The screen used in conjunction with a slide projector
is such a plane. Of course, considerable information about the attractor is lost in
such a projection, but the method is a convenient starting point, and it is simple to
program.

PROG11 provides the changes that must be made in PROG10 to extend the
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attractor search to three dimensions with order up to five. Since the search slows
down considerably in three dimensions with such a large number of coefficients,
especially if you don't have a compiled version of BASIC and a fast computer, the
program saves, for each case found, the code, fractal dimension, and Lyapunov
exponent in a disk file with the name SA.DIC (Strange Attractor DICtionary). This
feature allows you to run the program unattended and to collect the attractors it
finds. We willlater modify the program to let you examine the cases that you collect.

PROG11. Changes required in PROGI10 to search for strange attractors in three dimensions
1000 REM THREE- D MAP SEARCH

1020 DI M XS(499), YS(499), ZS(499), A(504), V(99), XY(4), XN(4)

1070 D% = 3 " Di mensi on of system
1100 SND% = 0 "Turn sound off
1530 Z = .05

1550 XE = X + .000001: YE=Y: ZE =Z

1600 ZM N = XM N: ZMAX = XMAX

1720 Mo = 1: XY(1) = X XY(2) =Y. XY(3) = Z

2010 Mo = M- 1. XNEW= XN(1): YNEW= XN(2): ZNEW = XN(3)

2160 IFZ < ZMN THEN ZM N

z

2170 IF Z > ZMAX THEN ZMAX = Z

2210 XS(P% = X: YS(P% = Y: ZS(P% = Z

2410 | F ABS(XNEW + ABS(YNEW + ABS(ZNEW > 1000000! THEN T% = 2
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2460 I F N >= NVAX THEN T% = 2: GOSUB 4900 "Strange attractor found
2470 | F ABS(XNEW - X) + ABS(YNEW- Y) + ABS(ZNEW- Z) < .000001 THEN T% = 2

2530 Z = ZNEW

2910 XSAVE = XNEW YSAVE = YNEW ZSAVE = ZNEW
2920 X = XE: Y=YE Z=ZE N=N-1

2950 DLZ

ZNEW - ZSAVE
2960 DL2 = DLX * DLX + DLY * DLY + DLZ * DLZ
3010 ZE = ZSAVE + RS * (ZNEW - ZSAVE)

3020 XNEW = XSAVE: YNEW = YSAVE: ZNEW = ZSAVE

3140 I F ZMAX - ZM N < . 000001 THEN ZM N = ZM N - . 0000005: ZMAX = ZMAX + . 0000005
3400 LOCATE 1, 1: |F LEN(CODE$) < 62 THEN PRI NT CODE$

3410 | F LEN( CODE$) >= 62 THEN PRI NT LEFT$(CODE$, 57) + "..."

3680 |F @ ="D'" THEN D% =1 + (D% MDD 3): T%=1

3920 | F N = 1000 THEN D2MAX = (XMAX - XM N) A 2 + (YMAX - YMN) A 2 + (ZMAX - ZM N)
)

3940 DX = XNEW- XS(J%: DY = YNEW- YS(J%: DZ = ZNEW- ZS(J%

3950 D2

DX * DX + DY * DY + DZ * DZ

4760 |F D% =3 THEN Mo = Mo/ 2
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4900 REM Save attractor to disk file SA D C

4910 OPEN "SA. DI C' FOR APPEND AS #1

4920 PRI NT #1, CODES$; : PRINT #1, USING "##. ##"; F, L
4930 CLCSE #1

4940 RETURN

Some examples of the attractors produced by PROG11 are shown in Figures
4-1 through 4-16. Note that the fractal dimension shown for each case is the
dimension of the actual attractor and not the dimension of its projection. Thus the
fractal dimension can be as large as 3 even though the projection has dimension
of at most 2. The projection of a point (zero dimensions) onto a surface is a point,
the projection of a line (one dimension) is a line, the projection of a surface (two
dimensions) is a surface, but the projection of a solid (three dimensions) onto a
surface is only a surface (two dimensions).
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Figure 4-1. Projection of three-dimensional quadratic map

IJKRADSXGDEHIJTQJJDICEJKYSTXFNU F=152 L =8.17
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Figure 4-2. Projection of three-dimensional quadratic map

ILURCEGOHOIQFJKBSNYGSNRUKK IK THUY F=154 L =8.1Z
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Figure 4-3. Projection of three-dimensional quadratic map

IMT ISVBKHOIJFWS YEKEG YLWJKEOGULM F=1.5% L =8d.88
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Figure 4-4. Projection of three-dimensional quadratic map

INRRXLCEYLFHYAPFSTPHHJMYRYJFBNM F=1.32 L =8.84
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Figure 4-5. Projection of three-dimensional quadratic map

IOHGWF IHJPSGWTOJBXWJKPBLEFRUKKL F=1.5¢ L =H.85
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Figure 4-6. Projection of three-dimensional quadratic map

IOLORGSFDOYL ISYPS)GJJRG INXURKJPE F=1.53 L =8.83
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Figure 4-7. Projection of three-dimensional quadratic map

INQWGBEJQUSSKYETDTOSVLEHICIWJRTS F=1.35 L =8.83
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Figure 4-8. Projection of three-dimensional quadratic map

IWDWOGDGWGORJOBTUHF(BPRNTCE Y (JHP T T F=1.41 L = H.83
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Figure 4-9. Projection of three-dimensional cubic map

JIXLHCRXHALLAQUJOYVATLXKTSALY IDBX ICJHQUTYPDQJLMJCUYLLJXGSWJEK F = 1.58 L = H.87?
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Figure 4-10. Projection of three-dimensional cubic map

JEUNBMTOFG ID TXQJWSJXLRCHXBDXUKTBCJHEFSJG IHMXO IJHNOEWXGSMMJIIYR F = 1.61 L = H.88
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Figure 4-11. Projection of three-dimensional cubic map

JLRTXANMYLXUVOBSEXSDALEHOCHMKWC IENOKYFLHUWFFTPFAY INNQORTHTBMID F = 1.58 L = H.83
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Figure 4-12. Projection of three-dimensional quartic map

KOCWVUCRH IBOOARKVSXHJOPGUORBHRHNNOJPEM IJNYHVIGIOGPUBDOONEA. .. F = 1.69 L = H.H5
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Figure 4-13. Projection of three-dimensional quartic map

KPGUHOXCGSSBMVWFERRLXEATUYYGEGIE IRKLJUYDJTNERHWPCXGGUUGF ... F = 1.78 L = B.81
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Figure 4-14. Projection of three-dimensional quartic map

KYECUCLFXS0YVGXRWWHI IAAJLNGUPELSLMMRUMTSGJ ISGDSKSHKTHNBCO. .. F = 1.5¢ L = H.84
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Figure 4-15. Projection of three-dimensional quintic map

LMLMBFUTHIMWI TCUCHEF() TGGWN IPARFMGTDEXFMDYYFWUUKBOAFUMKEGUX ... F = 1.64 L = H.84
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Figure 4-16. Projection of three-dimensional quinfic map

LPJD)LOHBEPUUL I Y JLOKECLSLTRDDEKL ¥DGSBCCBEEORIMIEBNUADGTCOE. .. F = 1.59 L = H.1H

On the whole, attractors in three dimensions projected onto a plane are not
particularly different or better than the two-dimensional examples of the previous
chapter. Ones with high fractal dimensions (hear and above 2) tend to be
uninteresting when projected onto two dimensions because they are too filled-in.
Note also that all the two-dimensional cases are included as special cases of the
three-dimen sional ones and that they can be recovered by setting the appropri-
ate coefficients to zero. For example, the HEnon map can be reproduced in three
dimensions using the code IWM2ZM2PMOWM 8. You may want to try entering this
caseinto the program using the l command. Be sure to count the number of Ms very
carefully and to use capital letters.

The attractors displayed in the previous figures are projected onto the XY
plane.They could equally wellbe projected onto the YZ or ZX plane. With a bit more
effort it would be possible to project them onto a plane inclined at an arbitrary
angle. Aftractors are most visually appealing when viewed from a particular
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direction. The formulas that transform a point with coordinates (X, Y, Z) into a two-
dimensional projection (Xp, Yp) with viewing angles (q, f ) in spherical coordinates
are

Xp=—X5|n_+Ycos_
YIo =-Xsin_cos_-Ysin_cos_+Zsin_ (Equation 4B)

With a sufficiently powerful computer, you could rotate the attractor to produce an
animated display. You may want to experiment with these ideas.

The program can be modified in a number of ways to change the orientation
of the projection. The simplest (though not very practical) way is just to wait until the
search turns up the same attractor viewed from a different angle. Note in Equation
4A, forexample, thatif you interchange the coefficientsin an appropriate way, the
result is to replace X with Y, Y with Z, and Z with X. If the atfractor code were
| ABCDEFGHI JKLMNOPQRSTUVWXYZ[\] ", the code
| KPQRNSTOLMUZ[ \ X] " YWAFGHDI JEBC would produce a projection of the same
atftractor onto the YZ plane, and the code | Ul *Y\ VWKZ[ Al JEHBCDFGKSTORLMNPQ
would produce a projection of the attractor onto the ZX plane. Figures 4-17 and 4-
18 show the result of applying these transformations to the attractor in Figure 4-4.
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Figure 4-17. Aftractor in Figure 4-4 projected onto the YZ plane

IHSTPPHHF ¥AJJFBRNMYM YNCEYXLFLRR F=1.33 L = 8.84
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Figure 4-18. Aftractor in Figure 4-4 projected onfo the ZX plane

IJHMYBMYRJFNLFLYRRXCEHHHFPYAPST F=1.33 L = 8.84
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4.2 Shadows

In the previous figures, the attractors were projected as if illuminated from
directly along the line of sight. Now suppose the point source of illumination is
moved slightly off to one side and you observe the attractor against a background
screen. Each point making up the attractor appears as a dot of reflected light
above the background plane and produces a shadow point opposite the illumina-
tion a distance proportional to the position of the point above the plane. For this
purpose, we assume the most distant point of the attractor is touching the screen
and the nearest pointis out of the screen a distance equal toits width. We'llassume
itisilluminated from above your left shoulder so that the shadow is below and to the
right, in keeping with the Microsoft style guidelines as exhibited in recent versions of
Windows.

To produce a shadow, we need a background shade of gray intermediate
between the black and white that we have been using so far. If your computer has
atleast EGA graphics, this poses no difficulty. There are two grays, COLOR 8, which
is25%illuminated, and COLOR 7, whichis 75%illuminated. We'lluse COLOR 8, which
is the darker of the two. For convenience, Table 4-1 lists the 16 default colors
provided with SCREEN modes 7 through 13.

Table 4-1. Default EGA and VGA colors for SCREEN modes 7 to 13

Nunber Col or Nunber Col or

0 Bl ack 8 G ay

1 Bl ue 9 Bri ght bl ue

2 G een 10 Bright green

3 Cyan 11 Bri ght cyan

4 Red 12 Bright red

5 Magent a 13 Bri ght magent a
6 Br own 14 Yel | ow

7 White 15 Bright white
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If you have CGA graphics, you might try plotting the points in white (COLOR
3) and their shadow in black (COLOR 0) on a magenta (COLOR 2) background
using SCREEN 1 (320 by 200 resolution) and PALETTE 1. In any case, it may help to
adjust the intensity control on the monitor for an easily visible shadow.

Since we have another shade of gray available, we can use it to control the
brightness of the points plotted. The first fime a screen pixelis illuminated by a point
on the attractor, we will use low-intensity white (COLOR 7), and subsequent times
we will use high-intensity white (COLOR 15). If your computer has a monochrome
graphics monitor that maps the other colors to various shades of gray, you can
extend this technique to provide additional gray levels, producing an attractor
whose brightness corresponds to the frequency its various regions are visited. This
trick helps to compensate for the limited spatial resolution of the computer screen.

It also helps to draw a grid on the background to make it more obvious that
the attractor is sitting above the screen. The grid is drawn in black (COLOR 0), the
same as the shadow.

If your computer has at least EGA capability, PROG12 produces the desired
shadow display. It allows you to toggle between projections and shadows by
pressing the R key.

PROG12. Changes required in PROGI11 to display shadows
1000 REM THREE- D MAP SEARCH (Wt h Shadow Di spl ay)

1020 DI M XS(499), YS(499), ZS(499), A(504), V(99), XY(4), XN(4), COLRY 15)

1120 TRD% = 1 "Di splay third di nensi on as shadow
1370 GOSUB 5600 "Set colors
2300 GOsuUB 5000 "Plot point on screen

3210 IF D% < 3 THEN GOTO 3310
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3230 IF TRD% = 1 THEN LINE (XL, YL)-(XH, YH), COLR¥ 1), BF: GOSUB 5400
3430 TIA = .05 " Tangent of illum nation angle

3440 Xz

STIA* (XMAX - XM N) / (ZMAX - ZM N)

3450 YZ = TIA * (YMAX - YMN) / (ZMAX - ZM N)
3630 |F Q8 = "" OR INSTR("ADI PRSX", Q8) = 0 THEN GOSUB 4200
3760 IF @ = "R' THEN TRD% = (TRD% + 1) MOD 2: T%= 3: |F N > 999 THEN N = 999

4460 PRI NT TAB(27); "R Third dinmension is ";
4470 IF TRD% = 0 THEN PRI NT "projection"

4480 IF TRD% = 1 THEN PRI NT "shadow "

5000 REM Pl ot point on screen

5060 | F TRD% = 0 THEN PSET (XP, YP)
5070 | F TRD% <> 1 THEN GOTO 5130
5090 C% = PO NT(XP, YP)

5100 | F C%= COLRY2) THEN PSET (XP, YP), COLR%3) ELSE | F C%<> COLR% 3) THEN
PSET (XP, YP), COLRY%2)

5110 XP =XP - XZ * (Z- ZMN): YP=YP - YZ* (Z - ZMN)
5120 I F PO NT(XP, YP) = COLR¥% 1) THEN PSET (XP, YP), 0

5130 RETURN

5400 REM Pl ot background grid

5410 FOR 1% = 0 TO 15 "Draw 15 vertical grid lines
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5420

5430

5440

5450

5460

5470

5480

5490

5600

5620

5720

XP = XMN + 1%* (XMAX - XM N / 15
LINE (XP, YMN)-(XP, YMAX), O
NEXT | %
FOR1% =0 TO 10 "Draw 10 horizontal grid lines
YP = YMN + 1%* (YMAX - YMN) / 10
LINE (XM N, YP)-(XMAX, YP), O
NEXT | %
RETURN
REM Set col ors

COLRO) = 0: COLRY(1) = 8: COLR%2) = 7: COLR%3) = 15

RETURN

The angle of illumination is determined by the .05 in line 3430. You might try

different values. The value of .05 is the tangent of both the horizontal and vertical
angle that the source ofillumination makes with the perpendicularto the plane. The
angleis about 3degrees toward the left and 3 degrees toward the top of the figure.
Sample attractors produced by PROG12 are shown in Figures 4-19 through 4-34.
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Figure 4-19. Three-dimensional quadratic map with shadows

IGHMN IKFCCHCPOFCJRUFUALCCLJPYUYD F=1.61 L = 8.84
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Figure 4-20. Three-dimensional quadratic map with shadows

IGHXDPRUJPMBASUKJCRDRWUTDROTTD F=1.43 L =8.1Z
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Figure 4-21. Three-dimensional quadratic map with shadows

IHHFGLDKRNJ I YWJPMUNUOKJMLAAHOOD F=1.26 L = H.83
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Figure 4-22. Three-dimensional quadratic map with shadows

IHJNHTBGIFNDOMDOYWRY ¥ TFSSRXOBER F=1.48 L = H.83
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Figure 4-23. Three-dimensional quadratic map with shadows

ITPPSGTHPCELD IPWPUPJCNONFOBCYCH F=1.58 L =8.8
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Figure 4-24. Three-dimensional quadratic map with shadows

IENXVQUEXYETWOOSGNSBDMHTMCPFLNG F=1.4¢7 L = 8.84
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Figure 4-25. Three-dimensional quadratic map with shadows
ILITWEWUUUQIVQT IUWOLCNGELBHMEGXC F=1.48 L = a.88
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Figure 4-26. Three-dimensional quadratic map with shadows

INWJRPOXYLDYOHNEBHC)QAVNFU TDP F=1.5% L =8.83
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Figure 4-27. Three-dimensional quadratic map with shadows

IPGPJYPHITFP TEEEDRUR TUGSXCJF TWE F=1.43 L =8.14
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Figure 4-28. Three-dimensional quadratic map with shadows

IPOBLRCRTEMWNCSJRQQABSKGD YFJGSH F=1.75 L =8.8B
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Figure 4-29. Three-dimensional quadratic map with shadows

ISHQBNOJFJUMPODT TFNMNNO ISRYCDUN F=1.51 L = H.86
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Figure 4-30. Three-dimensional cubic map with shadows

JHYWCCFNMLOQJUCGEDQ TWBPSHOBWMWUUJUNJYALSWTJGIDMRNHKKKREDHOMF(M F = 1.45 L = H.84
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Figure 4-31. Three-dimensional quartic map with shadows

KIRCGTGYRFOSXCKFOIRNXFLPDLXP ISDS0UTO I TXGRWSQJGIMOLTWJUPPC... F = 1.7¢ L = B.81
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Figure 4-32. Three-dimensional quartic map with shadows

KENRRVWREMTOABPSKHMLDSDC ISHDJQQUYKULFQ ILAWGHNTHFSSYTUWHYFRY. .. F = 1.25 L = H.H6
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Figure 4-33. Three-dimensional quintic map with shadows

LLOEHSEAVYRIDKPRPUPPGFHEQMBRCDX TAJMUDKCAHPLERJOFURSLOPBP ... F = 1.47 L = H.H5
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Figure 4-34. Three-dimensional quintic map with shadows

LNMIUCGDRY TSUWCVPQSEWDLMLPPCCBUBOUWOFOOVRFYPJPEPIUCKHEMXI ... F = 1.5 L = H.11

Look closely at the figures with shadows and you can see that it is hard to tell
whether one portion of the attractor lies above or below another portion. One
reason for thisis that we have not allowed the closer portion of the attractor to cast
a shadow on the more distant portion. To do so requires a complicated program,
which will be left as a challenge for you.

If you attempt to improve the shadow display in this way, you must store in an
array the largest Z value corresponding to each screen pixel. With VGA (640 by 480),
you need 600 kilobytes (K), even if you convert the Z values into integers. Most
versions of BASIC limit the size of arrays to 64 K, and the disk operating system usually
limits the total program size to about 600 K. Thus you probably need to use a lower
screen resolution or devise a more compact coding scheme. For example, if you
use only 16 values of Z, you can store two screen pixels per byte, which is four times
better than storing the Z value of each pixel as a two-byte integer. Alternately, you
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might store the Z values of only those pixels that are illuminated, but then you must
devise a quick way to locate the proper element in the array corresponding to
each pair of screen coordinates.

Before each point on the attractoris plotted, you must be sure it doesn’t fall
in the shadow of a previously plotted point. If it doesn't, then it can be plofted, but
then you have to determine whether it occludes any previously plotted point.
Alternatively, you can first plot all the points and then scan the image starting from
the side toward the illumination, blocking out any points that fall in the shadow of
another point.

4.3 Bands

Another way to display the third dimension is with elevation contours such as
those found on topographic maps. With enough points, you could plot only those
that have specific values of Z. Of course the chance that a point has any particular
exact value of Z is negligibly small, and so the points would accumulate on the
screen very slowly. To make the method work, you have to plot all the points that
lie within bands centered on the desired values.

You have freedom to choose the width of the bands. With narrow bands, the
contours resemble distinct lines, but they form very slowly. With wide bands, the
gaps between the bands are hard to see. By making the bands half as wide as the
spacing between the contours, the bright and dark spaces are equal in width, and
they form rapidly and are easy 1o see.

You also needto decide how many contoursto use. You need atleast several
to make the method work, but if you use too many, they begin to run together at
modest screen resolution and number of iterations. For the cases shown here, we
use 15 bands as a reasonable compromise.

Since we used afour-level gray scale to produce the shadows in the previous
displays, we will also use it here to give the bands a softer shading. Of course, this
requires a computerwith atleast EGA graphics. If your computerhas CGA graphics,
you will see only two shades (black and white) with 30 bands in SCREEN mode 2.

The changes required in the program to produce contour bands are shown
in PROG13.
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PROG13. Changes required in PROG12 to display contour bands
1000 REM THREE- D MAP SEARCH (W th Cont our Bands)

1120 TRD% = 2 "Display third di nensi on as bands

3760 |F @ = "R'" THEN TRD% = (TRD% + 1) MOD 3: T%= 3: IF N> 999 THEN N = 999

4490 IF TRD% = 2 THEN PRI NT "bands

5130 | F TRD% = 2 THEN PSET (XP, YP), COLRWINT(60 * (Z - ZMN) / (ZMAX - ZMN)
+ 4) MOD 4)

5240 RETURN

Some sample attractors with contour bands produced by PROG13 are shown
in Figures 4-35 through 4-50.
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Figure 4-35. Three-dimensional quadratic map with contour bands

IFJLRNTEMSHJOXRDYPVEDOUTPLMGEAC F=1.51 L =8.1Z
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Figure 4-36. Three-dimensional quadratic map with contour bands

IJERESGYYFWLOGUKLMEWJMBEHSOIVT I F=1.5¢ L =8.88
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Figure 4-37. Three-dimensional quadratic map with contour bands

IJHMUYUNOXHMLLOJREMMUF JRUTHSUXOL F=2.16 L = 8.84
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Figure 4-38. Three-dimensional quadratic map with contour bands

IJHYREHSAUVRKPFUIJDMANDC IGJT IOB F=2.8 L =8.84
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Figure 4-39. Three-dimensional quadratic map with contour bands

INDULLURFLHPLLFCREMPLGLUNAFRPST F=1.91 L =8.88
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Figure 4-40. Three-dimensional quadratic map with contour bands

IQCE IKKBENREKJEWF TMAJ ¥FG IEBHLFEH F=1.78 L =8.25
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Figure 4-41. Three-dimensional quadratic map with contour bands

ISKRGLKSUNOQLCDEUOBE INHIDEKPOKR F=1.89 L =8.85
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Figure 4-42. Three-dimensional cubic map with confour bands

JJINFJICIF TJROQDUGRJOYMJDOKXWESHAENSPNMBUSPSKUQXAIGWI YOMSGHREP F = 2.13 L = B.1Z
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Figure 4-43. Three-dimensional cubic map with confour bands

JLEDOSLNEY ICPJBJNOQYCQGGAVBLMEJUITF IDOJCLNEXAVCQUWRMW ILBUFOSTS F = 1.91 L = 8.88
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Figure 4-44. Three-dimensional cubic map with confour bands

JPLFOMHURLEL ITUTLBLC IJRI¥YXLWUQUTEHYHLEDMXFDE IMUQRLOMLENOYBKIP F = 1.74 L = HB.18

202



Figure 4-45. Three-dimensional quartic map with contour bands

KEKGEU(RUWVRSU TWDGTQHMAYUXCIRDWBPHICJHHS TLEDXQOFFPMNUATXRCY. .. F = 1.9¢ L = H.83
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Figure 4-46. Three-dimensional quartic map with contour bands

KELXF IMKRYNPNSHVI T IBHRMP YHHCNHULUPKCQQ TYNJAKGWUWLMBYFEPMR. .. F = 1.82 L = H.BZ
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Figure 4-47. Three-dimensional quartic map with contour bands

KOMPLCELEWODOGHMAWC I YBECAGLWEHAS TREFPOMOGE(K IVIEPRCWVEFSRH. .. F = 1.56 L = H.87?
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Figure 4-48. Three-dimensional quintic map with confour bands

LLLRGRUWWLEAGRMETG IDGUK IFLPOP TJPEVSKETHAAWFPFLFTHGJBEBFDAXT... F = 1.73 L = H.H6
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Figure 4-49. Three-dimensional quintic map with confour bands

LOKEHGAFFUWVBUWL Y JBUSENUJSYFTEIUNIQUR)XLUTHNGNKCPTHIMLDFEAUL... F = 1.58 L = H.84
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Figure 4-50. Three-dimensional quintic map with contour bands

LOGUE(QNFDOHTJ I IBLBAHSGBRKUBOIOLLBEGLEXTECUGJKBMLXFDGHDUKFK... F = £2.14 L = H.11

4.4 Colors

It's not hard to guess that the next logical step is to use the full array of colors
available on a computerwith a colormonitor.In SCREEN mode 9 (EGA) and SCREEN
mode 12 (VGA), 16 colors can be displayed simultaneously from a palette of 64
(EGA) or262,144 (VGA).SCREEN mode 13 (VGA), whichis supported by some BASIC
versions, allows 256 colors, but the screen resolution of 320 by 200 is inadequate for
our purposes, and thus it will not be used. In SCREEN mode 1 (CGA) only four colors
can be displayed from one of two palettes. We assume your computer has EGA or
VGA capabilities, but the program also works with CGA if you use SM% =1 in line
1030. The program is written to simplify extending the technique to future new
graphics modes with more colors and higher resolution, provided they are sup-
ported by your BASIC compiler.
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We willconvert the Z valuesinto 15 different colors (COLOR 1 through COLOR
15). The 16th (COLOR 0) is the background color and will not be used. The default
values of the colors are givenin Table 4-1. The changesrequired to the program are
shown in PROG14.

PROG14. Changes required in PROGI13 to display colors
1000 REM THREE- D MAP SEARCH (W th Col or Di spl ay)

1120 TRD% = 3 "Display third di mension in col or

3760 IF @ = "R" THEN TRD% = (TRD% + 1) MDD 4: T%= 3: IF N> 999 THEN N = 999:
GOSUB 5600

4500 |F TRD% = 3 THEN PRINT "colors

5160 | F TRD% = 3 THEN PSET (XP, YP), COLRINT(NC%* (Z - ZMN) / (ZMAX - ZM N)
+ NC% MOD NC%

5610 NC% = 15 "Nunber of colors

5630 I|F TRD% =3 THEN FOR 1% = 0 TONCY®% COLR¥®I1% = 1%+ 1: NEXT 1%

Some sample color attractors produced by PROG14 are shown in Plates 1
through 8. Some of these examples are projected onto a sphere. Note that the
interposition of dots of different colorsin some of the figures gives the impression that
there are many more than 16 colors. The addition of color usually enhances the
appearance of the attractors. More such cases could have been included in this
book, but then its cost would have been considerably higher. Henceforth you will
probably want to view your three-dimensional attractors in color.

Noftice that, where one part of the attractorlies behind another, you can see
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the more distant portion through the closer portion. Thus the attractor appears
transparent, which enables you to see its interior but tfends to diminish the percep-
tion of depth. You might want to modify the program so that the closer portion
occludes the region behind it. It is relatively easy to do so using the BASIC POINT
function to test the existing color of the pixel before plotting the new point and
plotting it only if its color is higher in the sequence than the existing one. Thus each
pixel eventually is colored according to the closest part of the attractor. This effect
can be accomplished by changing line 5160 of PROG14 to

5160 | F TRD% = 3 THEN C% = INT(NC% * (Z - ZMN) / (ZMAX - ZMN) + NC% MOD NC%
IF PO NT(XP, YP) < C% THEN PSET (XP, YP), C%

You can also alter the sequence of colors by changing the values stored in
the array COLR% in line 5630. For example, a sequence that mimics the rainbow
would advance fromred (12) through yellow (14), green (10), cyan (11), and blue
(9) to magenta (13). With aerial perspective, brilliant, warm colors such as red
appear closerto the viewer than lighter, less brilliant, cool colors such as blue, which
we associate with the distant sky. Thus assigning red to the large Z values and blue
to the small Z values enhances the illusion of depth.

Most dialects of BASIC include a PALETTE command that allows you to
change the screen colors without replotting the data, but this command works
differently with different versions of BASIC and in different graphics modes, so we will
not try to provide a program that takes advantage of it. However, a challenging
programming exercise is to add the capability of rotating the color palette by
pressing a key while a color attractor is being displayed to produce a psychedelic
animated display. You might use the + key to rotate in one direction and the - key
to rotate in the opposite direction. For most of the figures in this book, the PALETTE
command was used to inferchange black and white before printing them to save
ink and to improve the appearance of the attractors when they are displayed on
a white background.

You may also want to experiment with combining the various display tech-
niques. Clearly there is nothing to preclude displaying a color attractor with
shadows and contour bands. Such combinations offer interesting possibilities that
are exploited for the four-dimensional cases in the next chapter.
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4.5 Characters

Many computer monitors and printers lack color capabilities. However, it is
often possible to produce a similar effect using a gray scale. In some cases, the
various colors are mapped automatically info a shade of gray. Another technique
that works on almost any computer and offers interesting display possibilities is to
map the Z values into different ASCII characters and print them as a block of text.
Such text files are easily manipulated by word processors, transported to different
computers, displayed on almost any monitor, and printed with any printer on paper
of various sizes.

Perhaps the simplest method is to map the Z values into consecutive ASCII
characters, thereby producing a type of gray scale with bands whose darkness
depends on the density of the character. A more reasonable approach is to order
the characters so that the more dense ones correspond to larger values of Z. The
ordering depends on the font, typeface, and size of the characters. For example,
10-point Letter Gothic bold can be ordered as shown in Table 4-2. The table uses 32
characters, which is about the maximum for this technique because many of the
characters have the same density. The eye can distinguish about 500 levels of gray.
This sequence is only one of many that are equally good. To see the gray scale, you
should view the table from at least six feet away. Squinting and removing your
glasses, if you wear them, might also help.

Table 4-2. Gray scale produced by ordering 10-point Letter Gothic bold characters

;== +?icl 71 ] vIL64VOASUDXEBM
Loy t=>l 4?0 el 71 vIL64VOASUDXEBM
== +2i el 71 vIL64VOASUDXEBM
L,y =l +?i el 71 ) vIL64VOASUDXEBM
== +2i el 71 ] vIL64VOASUDXEBM
, ;== +?icl 71 ] vIL64VOASUDXEBM
Loy t=>l 4?0 el 71 ) vIL64VOASUDXEBM
== +2i el 71 vIL64VOASUDXEBM
L,y =l +?i el 71 vIL64VOASUDXEBM

s "= +?i el 71) vIL64VOASUDXEBM
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oy tE>l 421 el 71 vIL64VOASUDXEBM
i t=>+?icl 71 ) vIL64VOASUDXEBM
oy t=>l 421 el 71 f vIL64VOASUDXEBM

== +?icl 71 ) vIL64VOASUDXEBM

The character densities for this table were determined by writing each of the
ASCIlI characters from 33 to 127 (see Table 2-1) to the screen of a Macintosh
computer and then counting the illuminated pixels using the POINT command in
BASIC. Bold characters are chosen for their increased density. Avoid lowercase
characters whenever possible because they often don’t extend the full height and
thus leave a wide blank band between their top and the bottom of the row above.
Be sure to use a monospaced font rather than a proportional one. For the default
font on most IBM computers in VGA SCREEN mode 12, a better sequence is

.-, =21 % | ?v7zuG TESVGAEUDHBWY

We will not develop a computer program for implementing this technique
because the resolution is too poor for useful display on a computer screen or page
of a book. Furthermore, the program would be dependent on the fonts available
and the capabilities of the printer. The programming is not difficult and closely
parallels the example in PROG14.

However, Table 4-3 provides an indication of what is possible using 5-point
Letter Gothic bold characters with 78 lines of 103 characters each. The character
sequence ordered by density for this case is given in Table 4-2. This case is a three-
dimensional quadratic map with a code of | LRRHAEYWNTPWFLHTCSLYLFAKQ TQTW

At such a low resolution, much of the detail is lost. However, if you have a
printer or plotter capable of printing small fonts on a large piece of paper, you can
recover the resolution and produce figures of considerable artistic quality. You can
divide the text into many segments on separate pages and tape them together, or
printthem on a paperrollor fanfold paperto make avery skinny attractormany feet
long. With ordinary objects such as the text in this book, extreme stretching in one
dimension just produces sticklike figures. However, strange attractors are fractals,
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and they have detail on all scales, which ensures that they look interesting however
much they are stretched.

Table 4-3. Three-dimensional quadratic map with character scale

JIv ++++22i 0?2 ccllIITLITTTITT11ccecccccci

JIv 2?24?2000 V7777777777770 0111111 cececcce

JJJj ????iicci 7777TITVLNNL777ITTI77777IINL ] cce

JIv ii?iiccc FIEETERLETEREEEE R Eererr 777777710111 c

JIvj ciiicl Ll VUjjjjjiiiiiiiiiiiiiiit ettt zzz7771111

JLvjj cccicclll jjjjijjvvvvvvvvvvvjjjjjjiijiiijtiirrzzzz7zil

LLvjl Ilcccl 777 jVvVvVvVVVVVVVVVVVVVVVVVVVVVVVVV]jjjjijlttiirz7z77

LLvjjl 77111 cl 1777 vvvvvvvJIJIJIIIIIIIIIIIIIVVVVVVVVVVVV]jjjjjjlLiTni777
LLvvjj 17701117717 v33IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIVVVVYYYY jjjjjlitntnT
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JLLVijHT7701 17011 333333IIIILLLLLLLLLLLLLLLLLIIIIIIIIIIIIIvVV VWY jjjjllTlT
LLvvjj 117777711 JJJIILLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLLIIIIIIIIIvvvvvYjjjjjll
LLvvjjj1177771jj JILLLLLLLLLLL LLLLLLLLLLLLGLLLLLLLLLLLLLLLLLIIIIIIIIvVWYjjjjl
JLLVVj jI117711jj LLLLLLL 6666666666666LLLLLLLLLLIIIIIIIVVVVY] |
LLvwvjjl11111jvj LLLLL 66666666666666LLLLLLLLIIIIIIVVVV]

LLIvvjjjlllljjvv LLLLL 66666666666666LLLLLLLIIIIIIVY

LLvvvjjjjlljjvv LLL 664446666666666LLLLLLIJIIJ

LLIvvvvvjjjvvl] 666 4AWAAAA44444466666
JLJJvv vvvvvv]I] 66 VWVWVWA44444444
LLJJvv vvvvv]II 66 VWVWWWWWWi4a44
JLIJIv vvvviJIJ OOOOOVWWWW

LLIJIv vJIJJIIL 0000000000000V

LJJJJ JJJILL AAAAAAAAAAAAACOOOOOOOOOV

JJJJJII JIJILL OOO0O00OO0 AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAACO

JJJJJ LLLL OOO0OO0000000AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
JJJJJ LLL OOOOOAAAAAAAAAAAAAAAAAAAAAASSASAASSSSSSSSAAAAAAA
JJJJJJ LLL AAAAAAAAAAAAASSSSSSSSSSSSSSSSSSSSSSSSSSSS

JJJJJJ LLL AAAAAASSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS

JJJJJJ L66 AASSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSSS

JJJJJJ 66 ASSSSSSSSSSSSSSSuUUUUUUUUUULUULULLUU

JJJJJJ 66 SSSSSSSSSSUUUUUUUUUUUUUUUUUUUUULULU
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LJJJJILL 6 SSSSSSuUUUUUUUUUUUUUUUUUUUUUUUUUY

LJJJLLL SSuuuuUUUUUUUUUUUUUUUUDDDDDDDDDDD

LLJLLLLL SuuuuuuuuuuUUUUDDDDDDDDDDDDDDDDD

LLJLLLLL UuuUUUUUUUDDDDDDDDDDDDDDDDDDDDD

LLLLLLLL UuuuuuDDDDDDDDDDDDDDDDDDDDDDDD

LLLLLLLLL uuuDDDDDDDDDDDDDDDDDXXXXXXXXXX

LLLLLLLLL uDDBDDBDDDDDDDDDDXXXXXXXXXXXXXX

LLLLLLLLL DDBDDDDDDDDXXXXXIXXKXHKAXXHKXXKX

LLLLLLLLGE6 SS DDDDDDDDXXXXXXIIIKXIKIKAKXXKK

LLLL6666666 SSSS DDDDDXXXXXXXXXXXXXXXXXEEEEEE

LLL666666444444 SSSS DXXXXXXKXXXXXXXEEEEEEEEEEEE

LLL666666444444\VV SSSSS XXXXXXXXXXXXEEEEEEEEEEEEEE

LLL666664446644 SSSSS XXXXXXXXXEEEEEEEEEEEEEEEEE

LLL666666 SSSUU XXXXXXEEEEEEEEEEEEEEEBBBB

LLL6666 SUUUUU XXXXEEEEEEEEEEEEEBBBBBBBB

LLL66 O SUUUUUUU XXEEEEEEEEEEEEBBBBBBBBBB

LLLLL OO UUUUUUUUD EEEEEEEEEEEBBBBBBBBBBBBB

LLL OOO UUUUUUUUDDD EEEEEEEEBBBBBBBBBBBBBBB

LLLL OOOO SUUUUUUUDDDDDDD EEEEEEBBBBBBBBBBBBBMVM

LLLLLLL VOOOO SUUUUUUUDDDDDDDDXX EEEEEBBBBBBBBBBBBMMVIVIVMV
LLLLL6666664444444VVVVVOOOO SUUUUUUUUDDDDDDDDXXXXXX EEEBBBBBBBBBBBMVIVMVIVM
LLLLL6666664444444VVVVVOOO SSUUUUUUUUDDDDDDDXXXXXXXXXEEE EEBBBBBBBBBBBMMVIVVIVIVV

LLLL6666666444444VVVVVVOOSSUUUUUUUDDDDDDDDXXXXXXXXEEEEEEEEEBBBBBBBBBBMVIMVIVVVIVIV
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LLLLL666666444444VWVVVVOO SSSUUUUUUUDDDDDDDDXXXXXXXXEEEEEEEEEBBBBBBBBBMVIVVVIVIVM
LLLL666666444444VVVVVVOOO SSSSUUUUUUUDDDDDDDDXXXXXXXEEEEEEEEEBBBBBBBBBBMVIVIVV
LL666666444444VVVVVWWOOO SSSSUUUUUUUDDDDDDDXXXXXXXXEEEEEEEEBBBBBBBBBB
L66666644444VVVVVWOOOO SSSSSUUUUUUUDDDDDDDXXXXXXXXEEEEEEEEBBB
6666444444VWVVVVVOO0O SSSSSSUUUUUUUDDDDDDDXXXXXXXXEEEEEEE

444444VWVVVVOOO00O ASSSSSSUUUUUUUDDDDDDDXXXXXXXEEEE

AVVVWVWWOO0000 AAASSSSSSUUUUUUUDDDDDDDXXXXXXXX
VVVOOOOOOOAAAAAASSSSSSUUUUUUUDDDDDDDXXXXX
VOOOOOOAAAAAASSSSSSUUUUUUUDDDDDDDXXX

OO0AAAAAASSSSSSSUUUUUUDDDDDDDD

AAAAAASSSSSSSUUUUUUDDDDD

AAASSSSSSSUUUUUUDDD

SSSSSUUUUUU

4.6 Anaglyphs

An alternative approach for displaying objects in three dimensions is the
binocular stereogram in which the parallax produced by separate images in each
eye creates the illusion of depth. The idea dates back to Socrates in the fourth
century BC, and the earliest stereograms were produced in the mid-1800s by Sir
Charles Wheatstone and Sir David Brewster. The inception of motion picturesin the
early 1900s was accompanied by 3-D movies using overlapping red-green images
that were viewed through red-green glasses to produce a black-and-white image
in whatis called the anaglyphic process. Anaglyphs have also been widely used in
comic books. Color 3-D movies using cross-Polaroid glasses were briefly popularin
the 1950s. They require a special screen to reflect the polarized light from the
projectors without allowing it to depolarize.

The anaglyphic process offers distinct advantages in computer visualization.
The hardware requirements are minimal (a color monitor and a pair of 50-cent
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glasses), the programming is surprisingly simple, and the results can be impressive.
The main drawback is that the images produced are usually monochromatic,
although a gray scale and some limited coloration are possible.

Our perception of depth arises from a number of psychological and physi-
ological processes. Many of these processes are induced by visual cues that don’t
depend on binocular vision, such as the relative size and motion of objects,
interposition, illumination, shadows, and focalaccommodation. Othersrequire the
parallax attendant to stereoscopic vision. When some of the usual visual cues are
absent or contradictory, arivalry ensues that demands time and mental effort for
our brains to resolve. It is remarkable that, with just the single cue of binocular
stereopsis, most people can quickly perceive a vivid three-dimensional image.

Consider a point at a distance D from the midpoint of your eyes whose
separation we take to be e (typically 6.5 cm), as shown in Figure 4-51(a). Assume
the pointis asingle illuminated pixel on the computer screen. Each eye must swivel
inward through an angle qin order for the two images to fuse into a single point,
where qis the angle whose tangentis e / 2D. It is this muscular response of the eyes
that provides the brain with the relevant depth information.
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Figure 4-51. Line of sight of each eye when viewing anaglyphs

Now suppose you are to perceive the point to be at adistance D - Z from your
eyes (a distance Z in front of the computer screen) as shown in Figure 4-51 (b). We
must then plot two points on the computer screen separated horizontally by a
distance d. From the similarity of the two triangles, we calculate

d=e’/ (D-Z) (Equation 4C)

The formula works also for negative Z.

To achieve the proper linear perspective, we should plot the closer points a
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little farther apart than the more distant points, but with unfamiliar objects such as
strange attractors, there islittle reason to do so. Usually D is much greater that Z, and
we can approximate the right-hand side of Equation 4C by e Z / D. This approxima-
tion causes some expansion of the image for negative Z (behind the screen) and
compression of theimage for positive Z (in front of the screen). This compression can
be desirable to keep the image always in front of your face rather than to let it pass
behind your head.

The length of most people’s arms is almost exactly ten times the distance
between their eyes. Therefore, a value of D / e = 10 is appropriate for a computer
screen viewed at arm’s length. In practice, the viewing distance is not very critical.
The perceived depth of the image is enhanced by viewing from a greater distance,
but it usually takes longer for the brain to accommodate, so it is often best to view
first from close up. It sometimes speeds the adjustment to move your head from side
to side.

A computer display optimized for viewing at arm’s length is very effective
when projected on a large screen and viewed in an auditorium. Were this not the
case, three-dimensional movies could not be shown to theater audiences. In such
a case, the brain perceives a scaled version of the image at a closer distance. The
same effect occurs when viewing 2-D movies. The characters on the screen are not
perceived as giants a large distance from the viewer. Similarly, the brain is able to
compensate almost without limit to other distortions if the objects are familiar. A
movie viewed from the rightmost seat in the front row appears normal after a short
period of adjustment.

It is important to maintain a somewhat limited depth and field of view.
Leonardo da Vinci recommended that a painting be optimally viewed from a
distance equal to three times its width. Most computer screens approximately
satisfy this criterion when viewed at arm’slength. An object as deep asitis wide thus
requires that the two images be separated by up to about aninch, requiring that
the eyes toe-in by about three degrees.

The computational task, therefore, is to plot each point that makes up the
attractor twice, with a horizontal separation proportional to the distance the point
is to appear in front of or behind the screen, and to arrange that one set of points
be visible only to the left eye and the other only to the right eye. In the anaglyphic
process, this is done by plotting one set of points in red and the other in the
complementary cyan (blue-green) and viewing through appropriate color-filtered
glasses. By convention, the left eye should only respond to the red and the right eye
only to the cyan.
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Note that individuals who are color blind should experience no difficulty
because it is unnecessary (and indeed undesirable) to perceive the individual
colors; it is only necessary that the eyes be sensitive to them. Certain other eye
defects, particularly those resulting in ocular asymmetry, are more problematic.

You can plot the points on either a black or a white background. With a black
background, the images fuse into white (additive process), and with a white
background, the images fuse into black (subtractive process). The sense of Z is
reversed with the choice of background. With a black background, the red is seen
through the red filter on the left eye, while for a white background, red is seen
through the cyan filter on the right eye. In practice the white background is usually
more satisfactory, but you may want to try it both ways to see which works best for
you. Wherever a red and cyan point overlap, they should be plotted as a single
black point if the background is white or as a single white point if the background
is black. The changes required to the program to produce such anaglyphs are
shown in PROG15.

PROG15. Changes required in PROG14 to produce anaglyphs
1000 REM THREE- D MAP SEARCH (W th Anagl yphi ¢ Displ ay)

1120 TRD% = 4 "Display third di nension as anagl yph

3220 ZA = (ZMAX + ZMN) / 2

3240 IF TRD% = 4 THEN LINE (XL, YL)-(XH, YH), W% BF

3760 IF @ = "R" THEN TRD% = (TRD% + 1) MOD 5: T%= 3: IF N> 999 THEN N = 999:
GOSUB 5600

4510 | F TRD% = 4 THEN PRI NT "anagl yph

5170 I F TRD% <> 4 THEN GOTO 5240
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5180 XRT = XP + XZ * (Z - ZA): C% = PO NT(XRT, YP)
5190 |F C% = WH% THEN PSET (XRT, YP), RD%
5200 | F C% = CY% THEN PSET (XRT, YP), BK%
5210 XLT = XP - XZ * (Z - ZA): C% = PO NT(XLT, YP)
5220 | F C% = WH% THEN PSET (XLT, YP), CY%

5230 | F C% = RD% THEN PSET (XLT, YP), BK%

5640 WH% = 15: BK% = 8: RD% = 12: CY% = 11

PROG15 assumes EGA or VGA graphics and a color monitor. If you have CGA
graphics, you can obtain satisfactory results in SCREEN mode 1, PALETTE 1 by
changing the colors in line 5640 to WH% = 3: BK% = 0: RD% = 2: CY% = 1.

Some sample anaglyphs are shown in Plates 9 through 16. Use the special
glasses included with the book. If these glasses are missing, you can probably find
a suitable pair at a comic book store. If you have difficulty acclimating to the
anaglyphs, try viewing them from close-up and then back away once you see the
effect. You may need some practice, especially because the attractors you are
viewing are unfamiliar objects and they lack other depth clues. You might also try
reversing the glasses (red over right eye), which reverses in and out.

Because of the large variation of computer monitor colors and spectacle
filters, ghostimages are common. Manipulation of the computer color palette is of
limited use because the monitor ultimately constructs its colors from three distinct
phosphors (red, green, and blue). The usual problem is inadequate rejection of the
green by the red filter, resulting in a red ghost image when viewed against a white
background. Suppression of the green by using only red and blue on a magenta
background eliminates this problem but yields poor contrast of the resulting image.
In some cases, the ghost images can be suppressed by viewing through multiple
pairs of glasses. You may want to adjust the intensity of the red, green, and blue, so
the images seen by each eye through the glasses have similar intensities.
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4.7 Stereo Pairs | Stereo Pairs

Believe it or not, with a bit of practice, you can learn to view attractors in
stereoscopic 3-D without special glasses. For this purpose, we print the two images
side-by-side in the same colorinstead of superimposed on one another in different
colors as we did with the anaglyphs. This technique permits full-color displays, and
we will exploit this capability in the next chapter. For the moment, let’s consider only
monochrome images.

First we develop the computer program necessary to produce the images.
The images should not be separated more than the distance between your eyes,
which for most people is about 6.5 cm. If the images are separated by a larger
distance, the eyes have to rotate outward beyond the normal parallel position,
which at bestis uncomfortable and at worstimpossible. Suchimages are described
as being walleyed. However, if we reduce the images to a sufficiently small size on
the computer screen, the resolution is poor. Therefore, we will plot the images as
large as possible andrely on the printer to reduce the size for comfortable viewing.
If you preferto sacrifice the resolution and view the attractors directly on the screen,
the program is written to make it easy foryou to do so. Alternately, your monitor may
have an adjustment that allows you to shrink the width of the image.

PROG14 shows the changes required to produce such stereo pairs.

PROG16. Changes required in PROG15 to produce stereo pairs
1000 REM THREE-D MAP SEARCH (W th Stereo Displ ay)

1120 TRD% = 5 "Display third di nension as stereogram

3250 |F TRD% = 5 THEN LINE (XA, YL)- (XA, YH)

3320 IF PJT% = 1 AND TRD% < 5 THEN Cl RCLE (XA, YA), .36 * (XH - XL)

3760 IF @ = "R'" THEN TRD% = (TRD% + 1) MOD 6: T%= 3: IF N> 999 THEN N = 999:
GOsUB 5600
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4520 IF TRD% = 5 THEN PRI NT "stereogrant

5240 I|F TRD% <> 5 THEN GOTO 5280
5250 HSF = 2 "Horizontal scale factor

5260 XRT

XA + (XP + XZ * (Z - ZA) - XL) / HSF: PSET (XRT, YP)
5270 XLT = XA + (XP - XZ * (Z - ZA) - XH) / HSF: PSET (XLT, YP)

5280 RETURN

If you want to shrink the image for direct viewing from the computer screen,
change the horizontal scale factor (HSF) in line 5250 from 2 to a larger value that
separates the images by about 6.5 centimeters, or less if you are having trouble
adapting to them.

Sample stereo pairs produced by this technique are shown in Figures 4-52
through 4-67. You should hold them exactly horizontally, directly in front of your face
at a normal reading distance, and gaze into the distance until you see three
images. The one in the middle should appear in 3-D, and the ones on each side,
which you must train yourself to ignore, should be in 2-D.
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Figure 4-52. Stereo pair of three-dimensional quadratic map

IGUQ YNBNOMJCS5J IBF IDXUGGCUUOACY IGUQ YNBNOMJCS5J IBF IDXUGGCUUOACY
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Figure 4-53. Stereo pair of three-dimensional quadratic map

IHJJDTICQIJETXF YNUSJRJSXGADBDKR IHJJDTICQIJETXF YNUSJRJSXGADBDKR
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Figure 4-54. Stereo pair of three-dimensional quadratic map

ILHQAAYRNMTGURUNPUNNK(FREETT YEUW ILHQAAYRNMTGURUNPUNNK(FREETT YEUW

YA R |
A8
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Figure 4-55. Stereo pair of three-dimensional quadratic map

ILSQGYJJP ISRUKJNPEXG IOSFDR() YGLO ILSQGYJJP ISRUKJNPEXG IOSFDR() YGLO
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Figure 4-56. Stereo pair of three-dimensional quadratic map

ILXENRBRDJ I50KAHRGUU TJONS TKUUBC ILXRNRBRDJ I5Q0KAHRGUU TJONS TKUUBC
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Figure 4-57. Stereo pair of three-dimensional quadratic map

IQATENYAFHNIKRLSNRKPMICIXEOQ YXR IQATENYAFHNIKRLSNRKPMICIXEODQ YXR

b &~ b &£~
w? | L7
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Figure 4-58. Stereo pair of three-dimensional quadratic map

IJIFTHNCY IGTURLCMNJLEUQDGI INSJC IJIFTHNCY IGTURLCMNJLEUQDGI INSJC

-
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Figure 4-59. Stereo pair of three-dimensional quadratic map

IJUSURQUI INRDBERJAWRAKMLAHHUADON IJUSURQUI INRDBERJAWRAKMLAHHUADON
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Figure 4-60. Stereo pair of three-dimensional quadratic map

ISY INLLUFGEL INMXFUXPALUKUMPQUMO ISY INLLUFGEL INMXFUXPALUKUMPQUMO
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Figure 4-61. Stereo pair of three-dimensional quadratic map

IUWECTGSXJFPTFY IGPJPMPRTEUTBEDR IUWECTGSXJFPTFY IGPJPMPRTEUTBEDR
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Figure 4-62. Stereo pair of three-dimensional quadratic map

I'YBHCHQOEOHAWJ TFDPQUNNOX YRLDPUW.J I'YBHCHOOEOHAWJ TFDPQUNNOX YRLDPUW.J
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Figure 4-63. Stereo pair of three-dimensional cubic map

JJICKAFX IOXFUGOCIDN IVRPSFYPFGABXKKON . . . JJICEAFXIOXFUGOCIDNIVRPSFYPFGABXKKON. . .
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Figure 4-64. Stereo pair of three-dimensional cubic map

JNRUAPNYFUEDG IVLUUFLVRNUVCGOFEHWUISYE . . . JNRUAPNYFUEDG IVLUUFLUKNUCGOFEHUUISYE. . .
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Figure 4-65. Stereo pair of three-dimensional quartic map

KLGFLNUTWETVNLHHF TLPMMDAJKBJBCCHTRIE . . . KLGFLNUTWETUNLHHP TLPMMDAJKBJBCCHTRIE. . .
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Figure 4-66. Stereo pair of three-dimensional quartic map

KLLRVFAKXNTCPUXWENDJUNGOAQEXTSKIDUOY . . . KLLRUFAKXNTCPWXWENDJUNGOAQEXTSKIDUOY. . .
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Figure 4-67. Stereo pair of three-dimensional quintic map

LTASNEPHQORGLRLCDNJMWHGY YSGHEKLMAPHNE . . . LTASNEPHQORGLRLCDNJMWHGY YSGHKLMAPHNE . . .

You may find it difficult to adjust to the images at first, but with practice you
should be able to see them almost instantly. Viewing them should be relaxing, with
a sensation resembling a blank stare. Effort is required to return to normal viewing,
much like returning to the words on this page after gazing into the distance.

It might help to close your eyes momentarily and thenreopen them if you are
having frouble adapting. You can also buy an inexpensive hand stereoscope
containing prisms that separate and magnify the images so that you can view them
from a closer distance. Such viewing forces the side images out of your field of view
and eases the adjustment to the middle image.

In the 1950s, the View-Master stereo viewer was very popular for home use,

and many stereoscopic photographs were produced. Their popularity has waned,
and the View-Master is no longer made, but similar inexpensive models can still be
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found in toy stores, often with images of cartoon characters. Stereo images are
usually photographed with a dual camera whose separation can be increased
beyond the normal eye separation to enhance the depth sensation in what is
called hyperstereo.

Stereoscopic images are used extensively by geologists and cartographers
to determine terrain elevation from aerial photographs. As an airplane or satellite
travels across the Earth, photographs are taken at two positions separated by a
distance much greaterthan the distance between the eyes. When viewed through
a stereoscope, the Earth appears as a scaled model viewed from just a foot or so
above, and it is easy to discern the elevation changes.

The preceding technique is called free viewing. An alternate and more
difficult technique, called shortf-focus viewing, can also be used to view the stereo
pairs. Here the procedure is to place the figure at arm’s length but to look at a point
about halfway to the figure. It may help to hold your finger at the halfway point and
to cross your eyes until you see a single image of your finger. You should then see
the three images of the figure float up off the page in the plane of your finger. The
middle image should be three-dimensional. It may be difficult to keep the image
from wavering and returning to the plane of the page. Squinting sometimes helps.

Some people find short-focus viewing easier than free viewing. If you are
instinctively short-foucus viewing, you will find that the right side of Figure 4-67 is
farther from you than the left side. With free viewing, it will be closer.

An advantage of short-focus viewingis that the images can be separated by
a much larger distance, and so it works for projection on a large screen in a
classroom or auditorium. However, note that the image isin-out reversed from what
it is with free viewing. This reversal is called pseudostereo. With anaglyphs,
pseudostereo can be obtained by reversing the glasses. Pseudostereo images
usually would be very undesirable and would lead to all kinds of visual confradic-
tions, but with our strange attractors, which have no other visual depth cues, it
makes little difference. It can even be an advantage to be able to view the objects
in either of these ways. Can you guess what you will see if you turn the figures upside
down?¢ Think about it, and then give it a try.

Note that with free viewing, the left image disappears when you close your
right eye and the right image disappears when you close your left eye. With short-
focus viewing, the opposite occurs. However, itisincorrect to assume thateach eye
sees only one of the images. Both eyes see both images, and the images fuse into
one when your eyes are aimed in the proper direction.
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4.8 Slices

We will discuss one final way to view attractors resulting from three-dimen-
sional maps. Low-dimensional attractors are like loosely wound balls of string,
whereas high-dimensional ones are more like loaves of bread filled with holes.
Anaglyphs and stereo pairs are effective for cases of low dimension, but as the
dimension increases, the attractor becomes too opaque, and the illusion of depth
is lost.

Carrying the loaf-of-bread analogy a bit further, you could imagine slicing
theloafinto alarge number of very thinslices. Theresultis to decrease the dimension
of the object by one. For example, an object with a fractal dimension of 2.5 would
become an object of dimension of 1.5 in each slice. This is an example of what is
called a Poincaré section (as in "cross section").

Perhapsit’'s easier to consider a specific case. Suppose the attractor were a
loosely wound ball of very thin string. The attractor would then be essentially one-
dimensional. The string would cross the slices at a number of points. Thus the slices
would contain dots wherever the string pierced them. A set of a finite number of
dofts is an object of zero dimension.

If the attractor were aloosely crumpled piece of paper, its dimension would
be close to two. If you were to cut a thin slice through the crumpled paper, you
would be left with a handful of wormlike paper strings, which are one-dimensional
objects. You should now set the book down, get a piece of paper and a pair of
scissors, and fry it for yourself. Be sure to make the slice as thin as possible.

With our maps, which contain only a finite number of points, we cannot make
the slices too thin, lest they contain so few points as to be invisible. Furthermore, it
isimpracticaltolook at allthe slicesif they are very thin because there are too many
of them. As always, we have to compromise. We'll use 16 slices and lay them out
in a4 by 4 array so that we can see them all at once. On the computer screen, this
method entails a serious sacrifice inresolution, but it doesillustrate the principle. You
might want to experiment with using a larger number of slices but displaying only a
fraction of them. For example, try using 64 slices, and display every fourth one.

The modifications that are required to make the program produce a sliced
display are shown in PROG17.
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PROGI17. Changes required in PROG16 to produce slices

1000 REM THREE-D MAP SEARCH (Wth Sliced Displ ay)

1120 TRD% = 6 "Display third di nension as slices
3260 IF TRD% <> 6 THEN GOTO 3310

3270 FOR1% =1 TO 3

3280 XP = XL + 1%* (XH- XL) / 4: LINE (XP, YL)-(XP, YH)
3290 YP = YL + 1%* (YH- YL) / 4 LINE (XL, YP)-(XH, YP)
3300 NEXT | %

3760 IF @ = "R*" THEN TRD% = (TRD% + 1) MOD 7: T%= 3: IF N > 999 THEN N = 999:
GOsUB 5600

4530 IF TRD% = 6 THEN PRINT "slices "

5280 | F TRD% <> 6 THEN GOTO 5330

5290 Dz

(15 * (Z - ZMN) / (ZMAX - ZMN) + .5) / 16
5300 XP = (XP - XL + (INT(16 * DZ) MOD 4) * (XH - XL)) / 4 + XL

5310 YP

(YP - YL + (3 - INT(4* DZ) MD4) * (YH- YL)) / 4 + YL
5320  PSET (XP, YP)

5330 RETURN

Figures 4-68 through 4-83 show some sample attractors displayed as a
succession of slices. The successionis fromleft toright and top to bottomin the same
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way you read (in most Western languages, at least). In these cases attractors with

dimensions greater than two have been chosen; otherwise, the dimension of the
slices would be too small to be interesting.

Figure 4-68. Slices of a three-dimensional quadratic map

THORHNHPPRUTUNNJUYHHMMJEWMNSUED F=2.83 L=08.1Z
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Figure 4-69. Slices of a three-dimensional quadratic map

IKRTYCFPFLTLSMOKRPEEMGPHMUQYGY F=2.19 L =8.23
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Figure 4-70. Slices of a three-dimensional quadratic map

IMROJCCRWS IMRP TLLENEL IVYDEFUW(HR F=2.35 L =8.88
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Figure 4-71. Slices of a three-dimensional quadratic map
IRQEDYQNTRPNDHNWNOFJOOLNTEEBFSA

F=2.83 L =8.14
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Figure 4-72. Slices of a three-dimensional cubic map

JJOPUPCHMEPOTREVGULUVKHJGUUBCECHNHUHNHEECLUWFNQ YOAUVSWHLAKDEXPDMT F = 2.88 L = H.88

-
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Figure 4-73. Slices of a three-dimensional cubic map

JEKELGSDRUNENJJWFMKCOT YN ISCXKYAPNPFABULEKLERW IRDKDFUVCQUUHFBGG F = 2.18 L = H.8A9
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Figure 4-74. Slices of a three-dimensional cubic map

JLHRE(JNCACHAESQUGCHLHKYPERMHGLSRTKFMUNBNDMPBUEQSRTHSMUMNRFDYS F = 2.13 L = B.17
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Figure 4-75. Slices of a three-dimensional cubic map

JMGRCUAUOFUERKPMT IRMMUMWUUKPR YLUMFOURHONHMPAQMUNGBGEGHNFUGMLAMN F = 2.28 L = H.1H
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Figure 4-76. Slices of a three-dimensional quartic map

EJJUPXHPMACHRSP YGHTFLGCY THUSKVUNUT TYMMG IQFSKUJYJJHGCQYFHLY ... F = 2.29 L = H.87?
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Figure 4-77. Slices of a three-dimensional quartic map

KPBMLUTCBCUA TDWMVHDHWFKMDLJUERTMLENNLERRJAVHUTANQLUL IAYKY . . .
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Figure 4-78. Slices of a three-dimensional quartic map

KQEDOFHXFEPJEPRTOBLOOAVOOACED TUTUPFDGMBULGYDOFHYTORPWLEYLN. .. F = 2.8¢ L = H.89
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Figure 4-79. Slices of a three-dimensional quartic map

KVFLH(BHLNEGRWRHOKSDSHE IHKOGGUUTRHE I GUPLRHCWBSMKROEFXQMIR . . .

F=2.8¢ L =8.13
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Figure 4-80. Slices of a three-dimensional quintic map

LLUXALUXCGRASBOJHLPXGY THEMVEPBGBFUGCE Tri IEENW YURWOWJEGRYJF . . .
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Figure 4-81. Slices of a three-dimensional quintic map

LMLGOL TUJFFROEMLHUW IAQGEQN IQXFACUHEVKBCNUWNE YMNXKY IHOIDBM. .. F = 2.18 L = H.84
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Figure 4-82. Slices of a three-dimensional quintic map

LNENTCHUSUJE TQRDD TSHEAOXJHGW IWLOCFOWFR INXSKEDBXULGJFPOXYX ... F = 2.18 L = H.16
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Figure 4-83. Slices of a three-dimensional quintic map

LPSONLEWSHNHOG I ¥SDORACSUHFFROORDF TEDARDCDUPFSCHCLEDWNEOFE . . .

F=2.89 L =8.16
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In this chapter we have described a number of techniques whereby three-
dimensional information can be exhibited on a computer screen or printed page.
However, none of these displays is fruly three-dimensional. You have seen the term
"3-D" used loosely in advertisements for computer graphics, often meaning little
more than a perspective drawing or a view from an oblique angle. In a true three-
dimensional display, the viewer must be able to see behind an object by moving
hisorherhead fromside to side. A holographic display allows this, but most so-called
3-D displays do not. Anaglyphs and stereo pairs are probably better described as
stereoscopic displays. They merely provide the illusion of 3-D, as do shadows.
Techniques using bands, colors, and slices deserve even less to be called 3-D,
however useful they are for conveying information about the third dimension. You
should be appropriately discerning when confronted with graphics claimed to be

3-D.
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Chapter 5

The Fourth Dimension

Although we normally think of space as three-dimensional, mathematics is
not so constrained. Strange attractors can be embedded in space of four and
even higher dimensions. Their calculation is a straightforward extension of what we
have done before. The challenge is to find ways to visualize such high-dimensional
objects. This chapter exploits a number of appropriate visualization techniques
after a digression to explain why dimensions higher than three are useful for
describing the world in which we live.

5.1 Hyperspace

Ordinary space is three-dimensional. The position of any point relative to an
arbitrary origin can be characterized by a set of three numbers—the distance
forward orback, right orleft, up ordown. An object, such as asolid ball, in this space
mayy itself be three-dimensional, or perhaps, like an eggshell of negligible thickness,
it may be two-dimensional. You can also imagine an infinitely fine thread, which is
one-dimensional, or the period at the end of this sentence, which is essentially zero-
dimensional. Although we can easily visualize objects with dimensions less than or
equal to three, it is hard to envision objects of higher dimension.

Before discussing the fourth dimension, it is useful to clarify and refine some
familiar terms. Perhaps the best example of a one-dimensional object is a straight
line. The line may stretch to infinity in both directions, or it may have ends. A line
remains one-dimensional even if it bends, in which case we call it a curve.

When we say that a curve is one-dimensional, we are referring to its topologi-
cal dimension. By contrast the Euclidean dimension is the dimension of the space
in which the curve is embedded. If the line is straight, both dimensions are one, but
if it curves, the Euclidean dimension must be higher than the topological dimension
in order for it to fit into the space. Both dimensions are integers. One definition of a
fractal is an object whose Hausdorff-Besicovitch (fractal) dimension exceeds its
topological dimension. For example a coastline on a flat map has a topological
dimension of one, a Euclidean dimension of two, and a fractal dimension between
one and two. It is an infinitely long line. On a globe, its Euclidean dimension would
be three.
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A special and important example of a curve is a circle—a curve of finite
length but without ends, every segment of which lies at a constant distance from
a point at the center. Every circle lies in a plane, which is a flat, two-dimensional
entity. Like a line, the plane may stretch to infinity in all directions, or it may have
edges.Ifaplanehasanedge, we callit adisk. Note the distinction between acircle,
which is a one-dimensional object that does not include its interior, and a circular
disk, which is a two-dimensional object that includes the interior.

Just as not all lines are straight, not all two-dimensional objects are flat. A
sheet of paper of negligible thickness remains two-dimensional if it is curled or even
crumpled up, in which case it is no longer a plane but is still a surface. A curved
surface has a Euclidean dimension of at least three. A surface can be finite but
without edges. An example is a sphere, every segment of which is at a constant
distance from its center.

Note that just as a circle doesn’t include its interior, neither does a sphere.
When we want to refer to the three-dimensional region bounded by a sphere, we
callit a ball. This terminology is universal among mathematicians, but not among
physicists, who sometimes consider the dimension of circles and spheres to be the
minimum Euclidean dimension of the space in which they can be embedded (two
and three, respectively).

Another example of a finite surface without edges is a torus, most familiar as
the surface of a doughnut or inner tube. Such curved spaces without edges are
useful whenever one of the variables is periodic. Spaces of arbitrary dimensions,
whether flat or curved, are called manifolds. The branch of mathematics that deals
with these shapes is called fopology.

If we could describe the world purely by specifying the position of objects,
three dimensions would suffice. However, if you consider the motion of a baseball,
you are interested not only in where it is, but in how fast it is moving and in what
direction. Six numbers are needed to specify both its position and its velocity. This
six-dimensional space is called phase space. Furthermore, if the ball is spinning, six
more dimensions are needed, one to specify the angle and another to specify the
angular velocity about each of three perpendicular axes through the ball.

If you have two spinning balls that move independently, you need a phase
space with twice as many (24) dimensions, and so forth. Contemplate the phase-
space dimension required to specify the motion of more than 1025 molecules in
every cubic meter of airl Sometimes physicists even find it useful to perform
calculations in an infinite-dimensional space, called Hilbert space.
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You might also be interested in other properties of the balls, such as their
temperature, color, or radius. Thus the state of the balls as time advances can be
described by a curve, or trajectory, in some high-dimensional space called state
space, in which the various perpendicular directions correspond to the quantities
that describe the balls. The trajectory is a curve connecting temporally successive
points in state space.

You have probably heard of time referred to as the fourth dimension and
associate the idea with the theory of relativity. Long before Einstein, it was obvious
that to specify an event, as opposed to alocation, itis necessary to specify not only
where the event occurred (X, Y, and Z) but also when (T). We can consider events
to be points in this four-dimensional space.

Note that the spatial coordinates of a point are not unique. An object four
feetin front of one observer might be six feet to the right of a second and two feet
above a third. The values of X, Y, and Z of the position depend on where the
coordinate systemislocated and how itis oriented. However, we would expect the
various observers to agree on the separation between any two locations. Similarly
we expect all observers to agree on the time interval between two events.

The special theory of relativity asserts that observers usually do not agree on
either the separation or the time interval between two events. Events that are
simultaneous for one observer will not be simultaneous for a second moving relative
to the first. Similarly, two successive events at the same position as seen by one
observer will be seen at different positions by the other.

You have probably heard that, according to the special theory of relativity,
moving clocks run slow and moving meter sticks are shortened. (It is also true that
the effective mass of an object increases when it moves, leading to the famous
E = mc2, but that’s another story.) These discrepancies remain even after the
observers correct for their motion and for the tfime required for the information
about the events to reach them traveling at the speed of light. It is important to
understand that these facts have nothing to do with the properties of clocks and
meter sticks and that they are not illusions; they are properties of space and time,
neither of which possess the absolute qualities we normally ascribe to them.

Whatisremarkable is that all observers agree on the separation between the
events in four-dimensional space-time. This separation is called the proper length,
anditis calculated from the Pythagorean theorem by taking the square root of the
sum of the squares of the four components after converting the time interval (D7) to
a distance by multiplying it by the speed of light (c). The only subtlety is that the
square of the time enters as a negative quantity:
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Proper length = [_X2 + _Y2 + _22 - c2_T2] 1/2 (Equation 5A)

Because of the minus sign in Equation 5A, time is considered to be an
imaginary dimension; animaginary number is one whose square is negative. Note,
however, that the word "imaginary" does not mean it is any less real than the other
dimensions, only that its square combines with the others through subtractionrather
than addition. If you are unfamiliar with imaginary numbers, don’t be put off by the
name. They aren’treally imaginary; they are just the other part of certain quantities
that require a pair of numbers rather than a single number to specify them.

The minus sign also means that proper length, unlike ordinary length, may be
imaginary. If the proper length is imaginary, we say the events are separatedin a
fimelike, as opposed to a spacelike, manner. Timelike events can be causally
related (one event caninfluence the other), butspacelike events cannot, because
information about one would have to travel faster than the speed of light to reach
the other, which is impossible. Events separated in a timelike manner are more
conveniently characterized by a proper time:

Proper time = [_T2 - _X2/c2 - _Y2/c2 - _72/c?)1/2 (Equation 5B)

In this case, time is real, but space is imaginary. Proper length is the length of an
object as measured by an observer moving with the same velocity as the object,
and proper time is the time measured by a clock moving with the same velocity as
the observer.

Quantities such as proper length and proper time on which all observers
agree, independent of their motion, are called invariants. The speed of light itself
is an invariant. There are many others, and they all involve four components that
combine by the Pythagorean theorem.

Thus the theory of relativity ties space and time togetherin a very fundamen-
talway. One person’s space is another person’s time. Since space and time can be
traded back and forth, there isnoreason to calltime the fourth dimension any more
than we call width the second dimension. It is better just to say that space-time is
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four-dimensional, with each dimension on an equal footing. The apparent asym-
metry between space and time comes from the large value of ¢ (3x 1 08 meters per
second, or about a billion miles per hour) and the fact that time moves in only one
direction (past to future). It is also important to understand that, although special
relativity is called a "theory," it has been extensively verified to high accuracy by
many experiments, most of which involve parficle accelerators.

The foregoing discussion explains why it might be useful to consider four-
dimensional space and four-dimensional objects, butitis probably fruitless to waste
too much time trying to visualize them. However, we can describe them math-
ematically as extensions of familiar objects in lower dimensions.

For example, a hypercube is the four-dimensional extension of the three-
dimensional cube and the two-dimensional square. It has 16 corners, 32 edges, 24
faces, and contains 8 cubes. Its hypervolume is the fourth power of the length of
each edge, just as the volume of a cube is the cube of the length of an edge and
the area of a square is the square of the length of an edge.

A hypersphere consists of all points at a given distance from its center in four-
dimensional space. Its hypersurface is three-dimensional and consists of an infinite
family of spheres, just as the surface of an ordinary sphere is two-dimensional and
consists of an infinite family of circles. We have reason to believe that our Universe
might be a hypersurface of a very large hypersphere, in which case we could see
ourselves if we peered far enough into space, except for the fact that we are also
looking backward to a time before Earth existed. We would also need anincredibly
powerful telescope to see Earth in this way. Thus our perception that space is three-
dimensional could be analogous to the ancient view that Earth was flat, a
consequence of experience limited to a small portion of its surface.

5.2 Projections

The previous section was intended to motivate your consideration of strange
attractors embedded in four-dimensional space, but most of the discussion is not
essential to what follows. We willnow describe the computer program necessary to
produce attractorsin four dimensions and then develop methods to visualize them.

The mathematical generalization from three to four dimensions is straightfor-
ward. Whereas before we had three variables—X, Y, and Z—we now have a fourth.
Having used up the three letters at the end of the alphabet, we must back up and
use W for the fourth dimension, but remember that all the dimensions are on an
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equalfooting. We use the first letters M, N, O, and P to code 4-D attractors of second
through fifth orders, respectively. The number of coefficients for these cases is 60,
140, 280, and 504, respectively. The number of coefficients for order Ois (O + 1)(O
+2)(O + 3)(O +4) /6. The number of four-dimensional fifth-order codes is 25904
number too large to compare to anything meaningful; it might as well be infinite.

The program modifications required to add a fourth dimension are shown in
PROGI18.

PROG18. Changes required in PROG17 to add a fourth dimension
1000 REM FOUR-D MAP SEARCH

1020 DI MXS(499), YS(499), ZS(499), WS(499), A(504), V(99), XY(4), XN(4), COLRY 15)

1070 D% = 4 " Di mensi on of system
1120 TRD% = 0 "Display third di mension as projection
1540 W= .05

1550 XE = X + .000001: YE=Y: ZE=2Z VE =W

1610 WM N = XM N:  WWAX = XMAX

1720 Mo = 1: XY(1) = X XY(2) = Y. XY(3) = Z XY(4) =W

2010 Mo = Mh- 1: XNEW= XN(1): YNEW= XN(2): ZNEW = XN(3): WKNEW = XN(4)

2180 IF W< WM N THEN WM N

W
2190 IF W> WAX THEN WWAX = W

2210 XS(P%W = X: YS(P®W = Y: ZS(P®W = Z: WS(P% = W
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2410 | F ABS(XNEW + ABS(YNEW + ABS(ZNEW + ABS(WNEW > 1000000! THEN T% = 2

2470 | F ABS(XNEW- X) + ABS(YNEW- Y) + ABS(ZNEW- Z) + ABS(WNEW- W < . 000001
THEN T% = 2

2540 W= VWEW

2910 XSAVE = XNEW YSAVE = YNEW ZSAVE = ZNEW WBAVE = VWNEW

2920 X = XE: Y =YE Z=Z7ZE W= VW N N-1

2950 DLZ = ZNEW - ZSAVE: DLW = WNEW - WBAVE
2960 DL2 = DLX * DLX + DLY * DLY + DLZ * DLZ + DLW * DLW
3010 ZE = ZSAVE + RS * (ZNEW - ZSAVE): WE = WSAVE + RS * (WNEW - WBAVE)

3020 XNEW = XSAVE: YNEW = YSAVE: ZNEW = ZSAVE: WNEW = WSAVE

3150 | F WWAX - WM N < . 000001 THEN WM N = W N - .0000005: WWAX = WWAX + . 0000005

3680 IF @ = "D'" THEN D% =1+ (D% MDD 4): T%=1

3920 | F N = 1000 THEN D2MAX
A2+ (WAX - WMN) A 2

(XMAX - XMN) A 2 + (YMAX - YMN) " 2 + (ZMAX - ZM N)

3940 DX = XNEW- XS(J%: DY = YNEW- YS(J%: DZ = ZNEW- ZS(J%: DW= WNEW- WS(J%

3950 D2 = DX * DX + DY * DY + DZ * DZ + DW* DW

4760 |F D% > 2 THEN FOR 1% = 3 TOD®% Mbo= Mo/ (1%- 1): NEXT | %

If you run PROG18 under certain old versions of BASIC, such as BASICA and
GW-BASIC, you are likely to get an errorin line 2710 when the program attempts to
construct a code for the fourth-order and fifth-order maps as a result of the string-
length limit of 255 characters. In such a case, you may need to restrict the search
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to second and third orders by setting OMAX% = 3 in line 1060. Alternatively, it's not
difficult to modify the program to store the code in a pair of strings or to replace the
string with a one-dimensional array of integers containing the numeric equivalents
of each character in the string, perhaps with a terminating zero to signify the end
of the string. For example, after dimensioning CODE%(504) in line 1020, line 2710
would become

2710 CODE% 1% = 65 + INT(25 * RAN)

and line 2740 would become

2740  A(1% = (CODE% 1% - 77) / 10

Also notice that the search for attractors is painfully slow unless you have a
very fast computer and a good compiler. Refer back to Table 2-2, which lists some
options for increasing the speed. The search can be made faster by limiting it to
second order by setting OMAX% = 2 in line 1060.

We have another trick we can use to increase dramatically the rate at which
four-dimensional strange attractors are found without sacrificing variety. It turns out
that most of these atftractors have their constant terms near zero. The reason
presumably has to do with the fact that the origin (X =Y =7=W =0) is then a fixed
point, and the initial condition is chosen near the origin (X =Y = Zg = W = 0.05).
If the fixed point is unstable, then we have one of the conditions necessary for
chaos. It is easy to accomplish this by adding after line 2730 a statement such as

2735 IF 1%MD Mo/ D%=1 THEN M D$(CCODES$, 1%+ 1, 1) ="M

This increases the rate of finding attractors by about a factor of 50. Many of the
atftractors illustrated in this chapter were produced in this way. This change also
increases the rate for lower-dimensional maps, but by a much smaller factor. This
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improvement suggests that there is yet room to optimize the search routine by a
more intelligent choice of the values of the other coefficients.

Note that PROG18 does not attempt to display the fourth dimension but
projects it onto the other three, for which all the visualization techniques of the last
chapter are available. Don’'t waste too much time trying to understand what it
means to project afour-dimensional object onto athree-dimensionalspace. Itisjust
a generalization of projecting a three-dimensional object onto a two-dimensional
surface. In the program, it simply involves plotting X, Y, and Z and ignoring the
variable W.

Some examples of four-dimensional attractors projected onto the two-
dimensional XY plane are shown in Figures 5-1 through 5-20. They don't look
particularly differentfromthose obtainedby projectingthree-dimensionalattractors
onto the plane or, indeed, by just plotting two-dimensional attractors directly. Note
that most of these attractors have fractal dimensions less than or about 2.0, so
perhaps it is not too surprising that their projections resemble those produced by
equations of lower dimension. It is rare to find attractors with fractal dimensions
greater than 3.0 produced by four-dimensional polynomial maps, as will be shown
in Section 8.1.
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Figure 5-1. Projection of four-dimensional quadratic map

MIJATENDDEJCXUMINTSTUMKAJQUC TXEOUDOVEPPNMONWGEOTEMYHCEBBOTIJHY F = 1.66 L = H.84
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Figure 5-2. Projection of four-dimensional quadratic map

MJRM IKPDMRXMYNQCPDAFRUHUQ IWKWUHLUJANFCHXDEYH IJHURYLUQGUTAGALU F = 1.8 L = H.BZ
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Figure 5-3. Projection of four-dimensional quadratic map

MLAEODJGEXUR TQCRFLVUBLLLDGCUVOBXMLEJPUBMNFXUIDNVQOQMUMRLIYQLLPKS F = 1.61 L = HB.17
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Figure 5-4. Projection of four-dimensional quadratic map

MLDFEC IKGRFSHJEGMSWSUD INRZWTOMENHOJDOQUBBUWBGCOUYCCBUNJLOSNIT F = 1.28 L = H.H5
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Figure 5-5. Projection of four-dimensional quadratic map

MLOGSX IHUQFPUBRSLJ YGHTFKCRUTOSUKTAPF YFSXOSPPOYLLSFYTCURQPQLED F = 1.63 L = H.BZ
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Figure 5-6. Projection of four-dimensional quadratic map

MLULRTTLEAFELEGHNNMCF.JSUKSPEFJ TP IJFEOPNOPOR IGAJMCRUIAIQULRFSGD F = 1.72 L = H.84
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Figure 5-7. Projection of four-dimensional quadratic map

MMCRYBHOGYJESQUSMUKNKXBOHRYF YOUMYMDHEJUEYPSTJOMATIBWI IFDUTRNOO F = 1.78 L = H.H5
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Figure 5-8. Projection of four-dimensional quadratic map

MMRPE(PUXBARUAC IMLYRPCEAAHNRCDJMT TBUWAUGS IGONHRMSSSKTJENRLNHIS F = 1.84 L = H.87
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Figure 5-9. Projection of four-dimensional quadratic map

MMSH IOLOTSKBLY TMMXHSHIETUJUNQHUMNJGXPPOEPESFUIMQ IBYNMTUHDIMUD F = 1.79 L = H.88
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Figure 5-10. Projection of four-dimensional quadratic map

MMTRGGREXNUD IJFJME IEV INXHOKNGREMFDTYFWSBLCHHRCMFTTJBISMXIMFOL F = 1.72 L = B.81
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Figure 5-11. Projection of four-dimensional quadratic map

MMUCGTUWN IGRE IMGYMDCPAPBLHJINH TJOMUFO(MUXNDHAAAEMGYQJFJGKADACKH F = 1.53 L = B.88
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Figure 5-12. Projection of four-dimensional quadratic map

MMUML IKDLYQLMDUFMUKPECJDHLCD Y TOMJX0 IURJCXPMSEGMPHLESLAQORDPEC F = 1.76 L = H.H6
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Figure 5-13. Projection of four-dimensional quadratic map

MMUDKEHNEMEMAXYGHS Y Y JMIXQSUCIRXMN I IPFEIQUFPAFSMDWTHINWILWIUNF F = 1.25 L = H.BZ
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Figure 5-14. Projection of four-dimensional quadratic map

MMU IJHYUXDO IMAYURLHGMNJROEJLFS IMMJYF I IHYJJGSDFGUPAYOSSYGWBOPX F = 1.57 L = H.BZ
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Figure 5-15. Projection of four-dimensional quadratic map

MMXBCTUDXMLEMLEM IGWODOXLEKHMTUMKEEXASLXELLAQUMDDPRFUFYVUHLSD] F = 1.71 L = H.11
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Figure 5-16. Projection of four-dimensional quadratic map

MNGE YOCHMJXHJ YBRF INWEMXWHDCF TUTEKLKBUHOX(DGBTODSHGXEXJDSPUFSIM F = 1.47 L = H.15
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Figure 5-17. Projection of four-dimensional quadratic map

MPGPMUG TAHHNL TBLMELMJBDCXALD YXMUPDLEVAAGYHGXLRRUGOGBABMXJCWNX F = 1.78 L = H.83
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Figure 5-18. Projection of four-dimensional cubic map

NMHHSPLAX()SKPASBUMAEJFHNQGGF XFJASUJLMPGIP IHAUTXOHXCHOVDDK. .. F = 1.73 L = H.BZ
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Figure 5-19. Projection of four-dimensional cubic map

NMMO)XNNYLNKRNT ¥ JATXWDUUGPEQRRM)FO ICLMDUEGEVROQEWMDXRNKWSIH. .. F = 1.68 L = H.84
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Figure 5-20. Projection of four-dimensional quartic map

OKPMLHFLJLOIOOEUWKLF IADMWLEJEEKLCNOGRJRUJ INGQTRUWUUILEPNLR... F = 1.54 L = H.H5
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5.3 Other Display Techniques

Projecting two of the four dimensions onto the remaining two is akin to buying
a Ferrari to make frips to the grocery store. Much of our effort is wasted. We need
touse the techniquesdevelopedinthelast chapterto display three dimensions and
devise additional methods to display simultaneously the fourth dimension.

Since we have several methods for displaying three dimensions, we should
be able to use some of them in combination to visualize all four dimensions. Table
5-1 summarizes the display techniques we have used and indicates the number of
dimensions that can be visualized with various combinations of them. In the table,
adashindicates that the combinationis not possible, and a question markindicates
that the combination is possible but leads to contradictory visual information.

Table 5-1. Combinations of display fechniques and the number of dimensions that can be visualized
with each

Third Dimension

Fourth Pr oj ect Shadow  Bands Col or Anagl yph Stereo Slices
Dimension

Pr oj ect 2D 3D 3D 3D 3D 3D 3D
Shadow 3D - 4D 4D ? ? 4D
Bands 3D 4D ? 4D 4D 4D 4D
Col or 3D 4D 4D - - 4D 4D
Anagl yph 3D ? 4D - - ? 4D
Stereo 3D ? 4D 4D ? - 4D
Slices 3D 4D 4D 4D 4D 4D -

In Table 5-1, the entries in boldface are the ones we will implement in the
program. They were chosen because of their visual effectiveness, ease of program-
ming, andlack ofredundancy with other combinations. Cases below and to the left
of the diagonal duplicate those above and to theright. The changes neededin the
program to produce such four-dimensional displays are shown in PROG19.

288



PROG19. Changes required in PROG18 to display the fourth dimension

1000 REM FOUR-D MAP SEARCH (Wth 4-D Display Mdes)

1040 PREV% = 5 "Plot versus fifth previous iterate
1120 TRD% = 1 "Display third di nensi on as shadow
1130 FTH% = 2 "Di splay fourth di mension as colors
3630 |F @ = "" OR INSTR("ADH PRSX', ) = 0 THEN GOSUB 4200

3720 IF @ = "H'" THEN FTH% = (FTH% + 1) MOD 3: T%= 3: IF N> 999 THEN N = 999:
GOsUB 5600

4330 PRI NT TAB(27); "H. Fourth dinension is ";

4340 IF FTH% = 0 THEN PRI NT "proj ection"
4350 IF FTH% = 1 THEN PRI NT "bands "
4360 IF FTH% = 2 THEN PRINT "col ors "

5010 A% = WH%

5020 I F D% < 4 THEN GOTO 5050

5030 IF FTH%= 1 THEN I F INT(30 * (W- WMN) / (WWAX - WM N)) MOD 2 THEN GOTO
5330

5040 IF FTH% = 2 THEN C4% = 1 + INT(NC% * (W- WM N) / (WAX - W N + NC%
MOD NC%

5050 |F D% < 3 THEN PSET (XP, YP): GOTO 5330  'Skip 3-D stuff

5060 |F TRD% = 0 THEN PSET (XP, YP), C4%
5080 IF D% > 3 AND FTH% = 2 THEN PSET (XP, YP), C4% GOTO 5110

5130 I F TRD% <> 2 THEN GOTO 5160
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5140 |F D% > 3 AND FTH% = 2 AND (INT(15 * (Z - ZMN) / (ZMAX - ZMN) + 2) MD
2) = 1 THEN PSET (XP, YP), C4%

5150 | F D%< 4 OR FTH% <> 2 THEN C%= COLR¥ I NT(60 * (Z - ZMN) / (ZMAX - ZM N)
+ 4) MOD 4): PSET (XP, YP), C%

5260 XRT = XA + (XP + XZ * (Z - ZA) - XL) / HSF: PSET (XRT, YP), C4%

5270  XLT = XA + (XP - XZ * (Z - ZA) - XH) / HSF: PSET (XLT, YP), C4%

5320 PSET (XP, YP), C4%

5630 IF TRD% = 3 OR (D% > 3 AND FTH% = 2 AND TRD% <> 1) THEN FOR 1% = 0 TO NC%
COR% 1Y% = 1%+ 1: NEXT 1%

In presenting sample displays from PROG19, we ignore those that convey
only three-dimensional information and concentrate on the new combinations
that permit full four-dimensional displays. They fall intfo two groups—those that
require the use of color and those that do not. Examples of the three 4-D mono-
chrome combinations are shown in Figures 5-21 through 5-44, and examples of the
six color combinations are shown in Plates 17 through 22.
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Figure 5-21. Four-dimensional quadratic map with shadow bands

MGDGPSELYUVUMRDWS TCBJFHEQUYBYSLONPKB)UMKRUEUNLE IVWOPQUTDXMDSNO F = 1.77 L = H.84
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Figure 5-22. Four-dimensional quadratic map with shadow bands

MMBDLBAKPF YNXWHCHSKATJREL YEHEDEM()SLMSRMGJAE IGCMNLNWAGBALVDEKP F = 1.98 L = H.BZ
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Figure 5-23. Four-dimensional quadratic map with shadow bands

MMDUWDENSUXWR ILDGMGCL I TOYXO0DGGRBMTUSSB() ICHWLNFSMONEPKHGFMLVOOR F = 1.75 L = H.H6
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Figure 5-24. Four-dimensional quadratic map with shadow bands

MMUD THUFJXPTSWS INTPH TLPKKOXFHUHMPMEBAHOSHEEXREMQUUUAJTPSLUAWY F = 1.74 L = H.H6
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Figure 5-25. Four-dimensional quadratic map with shadow bands

MMUHEL TGMY¥AN TDEKMMMC TWXKGHNLBELMCEMCUWE TFRYQJNEHLMFSRUUTQUXLSPGX F

1.92 L =8.81
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Figure 5-26. Four-dimensional quadratic map with shadow bands

MOFUUMXCS(0GUSMDRLX IUCTUGHD Y JJJSENYNHFUENLYFJIKPOESTOJJFEEWF F = 1.41 L = H.83
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Figure 5-27. Four-dimensional quadratic map with shadow bands

MUACODERVO IPOPRTPHOCPHTXVWAWWFGHPF JQUHYQCQOYCWRUEJDPDMAKFRIBOM F = 1.8 L = H.H5
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Figure 5-28. Four-dimensional cubic map with shadow bands

NMT ICDDOGFERF IGLWJDRHOBUHFN IHNE(CYFMJMYASPNUWDECDEPTWEDOT. .. F = 1.5¢ L = H.83
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Figure 5-29. Four-dimensional quadratic map with stereo bands

MEA IUDAYHHCLXYS I TCWUNWOLMMDCEQLNGCCH. . .

MEA TUDAYHHCLXYS I TCWUNWOLMMDCEQLNGCCH. . .
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Figure 5-30. Four-dimensional quadratic map with stereo bands

MEUWF TQHWFFBRCFHMUSVFFFANCROGSSPPGOY . . . MEWWF TQHWFFBRCFHMUSUFFFANCROGSSPPGOY . . .
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Figure 5-31. Four-dimensional quadratic map with stereo bands

MNGFOFMECY IFGJSSOV)RUYKUHT ITJWEMUHNE . . . MNGFOFMECY IFGJSS0VQKUYRKUHTITJUEMUHNE . . .

301



Figure 5-32. Four-dimensional cubic map with stereo bands

NMCSO0XF IDMFUROAJLUHYGGUMSKDJHUDLUTYS . . . NMCSOXF IDMFWROAJLWHYGGUMSKDJHUDLUTY . . .
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Figure 5-33. Four-dimensional cubic map with stereo bands

NMCYETOQNYDUARWHDUULWOF IDJMTXNDELKYH . . . NMCYETOQNYDWARWHDUULWOF IDJMTXNDKLEYH. . .
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Figure 5-34. Four-dimensional cubic map with stereo bands

NMGL) IXCGF IRHOBACEPHYADFLIFPRLWKUAADE . . . NMGQ IXCGF IRHOBACEPHYADFL IFPRLUKUAAOE . . .
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Figure 5-35. Four-dimensional quartic map with stereo bands

OMOQRUJSLY) IHLLAVGPORHXCLMMXS00MGQUEE . . . OMOQRUJSLO IHLLAVGPORHXCLMMXS00MGOUEE . . .
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Figure 5-36. Four-dimensional quartic map with stereo bands

OMXL IBUDPLENSYDUPOOVLCA IPMUSKGCOECHS . . . OMXL IBUDPLENSYDUPOOULCAIPMUSKGCOECHS. . .
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Figure 5-37. Four-dimensional quadratic map with sliced bands

MMICFXPCTGARVSONMSWGK I IFPRMUVY(MSOEOREOYY IJJBHMLRUNUVMOHPUTOI F = 2.16 L = H.88
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Figure 5-38. Four-dimensional quadratic map with sliced bands

MMECUPGEMLCPUWBUHMSLLWTUJFCP TLRGMLRMYF YMRLCWURMUBIUBXPSDPCHNRI F = 2.28 L = H.1Z

j

-
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Figure 5-39. Four-dimensional quadratic map with sliced bands

MMP IVFOBHHEHR INUMUXFHEWHAGUFUYPMFRMSUNRDGHULRWMRRQOTMUCLOMIIO F = 2.35 L = H.11
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Figure 5-40. Four-dimensional quadratic map with sliced bands

MUDF ¥X TEXRCCS IDE INXLCHKRYJUJVEASHHH IJTUJFJYVDUWOAVJGXGEUPXBOQE F = 2.69 L = H.BZ
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Figure 5-41. Four-dimensional cubic map with sliced bands

NMHYYGLNLOGHOXY IVNUQDV IMRNHORRRUWNKGMNYFMUVRNRTMMTLOPCIN) . . .

F=2.16 L =8.13
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Figure 5-42. Four-dimensional quartic map with sliced bands

OMMOXNESAWSVADFBDLAERL YNSOBEXKHLXKHHVAUUERRTVOYMCUIBQFGJC... F = 1.93 L = B.82
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Figure 5-43. Four-dimensional quartic map with sliced bands

OMPRETYLSMUWNANPHNRJDKCYFJIXMP IUFGUTCYXELNGNRHDDPLUWLJUMALFP ... F = 2.17 L

H.84
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Figure 5-44. Four-dimensional quintic map with sliced bands

PMRPHCDNPORE TATVAYEPWXDJJSCUONP Y YNJABCSPUMFEPDWDSINIEXP ... F = 1.95 L = H.14

You might beinterestedin the challenge of producing attractorsembedded
in dimensions higher than four. In five dimensions, you need to define a new
variable, say V, and modify the program aswas done for four dimensionsin PROG18.
The program has been written to make it relatively easy to extend it to five or even
higher dimensions. Be forewarned that the calculation will be very slow. You will
almost certainly want to set the coefficients of the constant terms to zero and
probably restrict your search to quadratic maps. The number of fifth-dimension
polynomial coefficients for orderOis (O + 1)(O + 2)(O + 3)(O + 4)(O + 5) / 24. With
O =5, the number is 1260.

The simplest display technique is to project the fifth dimension onto the other
four. This is what the program does automatically if you don’t do anything special.
Several combinations of techniques, which we have already developed, are
capable of displaying five dimensions. You might tfry combining shadows, bands,
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and color, for example. Table 5-2 lists the seven possible combinations of five-
dimensional display techniques that don’t lead to visual contradictions.

Table 5-2. Combinations of display techniques that can be used in five dimensions

Shadow Bands Col or

Shadow Bands Slices
Shadow Col or Slices
Bands Col or Stereo
Bands Anagl yph Slices
Bands St ereo Slices
Col or St ereo Slices

For a heroic exercise in programming, visualization, and patience, you can
try to extend the calculation to six dimensions. A six-dimensional, fifth-order system
of polynomials has 2772 coefficients. There are only two appropriate combinations
of display techniques suitable for six dimensions: shadow-bands-color-slices and
bands-color-stereo-slices. If you decide to try seven dimensions, you must invent a
new display technique.

5.4 Writing on the Wall

Since four-dimensional attractors have the greatest complexity and variety
of all the cases described in this book, they offer the greatest potential as display
art. For such purposes, you will probably want to print them on a large sheet of
paper. With an appropriate printer or plotter, any of the visualization techniques
previously described can be used to produce such large prints.

An alternate technique that has proved very successfulis an extension of the
character-based method described in Section 4.5. In this technique, the third
dimensionis coded as an ASCIl character with a density related to the Z value, and
the fourth dimension is coded in color. Color pen and pencil plotters and ink-jet
plotters, as well as more expensive but high-quality electrostatic and thermal
plotters, normally used for engineering and architectural drawings, can print fext on
sheets up to 36 inches wide. Ink-jet plotters are growing in popularity over the more
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traditional pen plotters because they are faster and quieter and don’t require
special paper. They can also print gray scales. With care, you can piece together
smaller segments printed by more conventional means.

When the attractors are reduced to sequences of text, resolutions of 640 by
480 (VGA) or 800 by 600 (Super VGA) produce large figures whose individual
characters can be read when examined closely but that blend into continuous
contours when viewed from a distance. Artists often use this technique in which the
viewer is provided with a different visual experience on different scales. You should
use the largest and boldest characters available to maximize the contrast, pro-
vided they remain readable. There should be little or no space between rows and
columns of characters. With a pen plotter, the pen size can be chosen for the best
compromise of contrast and readability. A pen that makes a line width of 0.35 mm
(fine) is a reasonable choice.

Inks are available in only a limited number of colors, and pen plotters are
usually capable of accommodating only a small number of pens. The pens can be
sequenced to place compatible colors next to one another. With eight pens and
commonly available inks, a good sequence is magenta, red, orange (or yellow),
brown, black, green, furquoise, and blue. The closest colorsequence for viewing on
the computer screen from Table 4-1is 13, 12, 4 (or 14), 6, 8, 2, 3, and 9, with a white
(15) background. With upwards of 20 characters producing different color intensi-
ties, the limitation of eight colors of inkis not a serious one. With eight colors and ASCII
codes from 32 to 255, you can have 28 different intensities for each color. The inks
can be mixed to produce different shades of the colors. Pencils are less expensive
and don't clog or dry out as pens often do, but pencil plots have a tendency to
smudge. Ink, of course, also smudges untfil it is thoroughly dry. Plotters are relatively
slow, and attractors produced by this method typically require a few hours to a full
day to produce.

Paper commonly used for engineering drawings comes in at least five
standard sizes—A (8 1/2by 11inches), B (12 by 18inches), C (18 by 24inches), D (24
by 3éinches), and E (36 by 48 inches). English sizes and architectural sizes are slightly
different, and thus a sheet may vary somewhat from these dimensions. Also, 36-
inch-wide paper is available on long rolls.

Common paper types are fracing bond, which is the most economical,
vellum, which is smooth and translucent, and polyester film, which is highly translu-
cent, dimensionally stable, and relatively expensive. The translucent papers offer
the interesting possibility of backing the print with a monochrome or color copy of
itself to enhance the contrast or to produce a shadow effect if the two are
displaced slightly. Other interesting effects can be achieved by backing one

316



translucent attractor with a print of another or by back-lighting the print. Some
papers stretch slightly and thus have a tendency to wrinkle. Paper with significant
acid content should be avoided because it turns yellow and becomes brittle with
age.

Some of the most artistic examples of strange attractors have been pro-
duced by these techniques, but they cannot be adequately illustrated in this book.
No computer programis offered, since itis so dependent on your hardware. You will
want to experiment to find the technique that works best for you and that makes
the most effective use of your printer or plotter.

5.5 Murals and Movies

The technique of making large-scale attractors for display can be carried to
itslogical extreme by making a mural. Special techniques using some type of stencil
are required to transform the computer output to paint on the wall. Silk screen is
useful for transferring the image to fabrics. Fractal tee-shirts employing this tech-
nigue have recently become popular.

To produce a mural, you need to start with a large number of plots, each
showing a small section of the attractor. A property of fractals is that they have
detail on all scales, and thus a large mural should look interesting when viewed
either from a distance or close up.

You might also photograph the computer screen or a high-quality print and
produce slides that can be projected onto a large surface or screen with a slide
projector. Equipment is available commercially for producing slides directly from
digital computer output. A sequence of such slides makes a very compelling
presentation or visual accompaniment to a lecture or musical production.

The color slices shown in Plate 22 suggest the possibility of making color
movies by extending the technique to a very large number of slices and using each
one as a frame of a movie. The effect is to cause the attractor to emerge at a point
in an empty field and to grow slowly, bending and wiggling until fully developed,
and then to disappear slowly into a different point. If the technology for doing this
is not available to you, try printing a large number of attractor slices on small cards
and fanning through them to produce a semblance of animation. This technique,
using the attractors described in Section 7.6, was used to produce the animation
in the upper-right corner of the odd pages of this book.
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If the idea of making strange-attractor movies appeals to you, another
technique is to take one of your favorite attractors and slowly change one or more
of the coefficients in successive frames of the movie. A good way to start is to
multiply all the coefficients by a factor that varies from slightly less than 1.0 to slightly
greaterthan 1.0. You must determine the range over which the coefficients can be
changed without the solutions becoming unbounded or nonchaotic. The ends of
this range then become the beginning and end of the movie.

Sometimesthe attractorslowly and continuously altersits shape. The changes
can involve bifurcations, such as the period-doubling sequence in the logistic
equationdescribedin Chapter 1.Such bifurcations are calledsubtle. At othertimes,
the attractor and its basin abruptly disappear at a critical value of the control
parameter. Such discontinuous bifurcations are called catastrophes.

If the control parameteris changed in the opposite direction, the result may
be different from simply running the movie backward. This is an example of
hysteresis, which is a form of memory in a dynamical system. It serves to limit the
occurrence of catastrophes. The thermostat that controls your heat probably uses
hysteresis to keep the furnace from cycling on and off too frequently. Catastrophic
bifurcations usually exhibit hysteresis, whereas subtle bifurcations do not.

These four-dimensional maps are also well suited for color holographic
display or for experimentation with virtual reality, in which the view is controlled by
the motion of your head and hands to give the sensation of moving through the
object. The technology is complicated, but the results are visually and mentally
stimulating.

5.6 Search and Destroy

If you have worked carefully through the text, your program has created a
disk file SA.DIC containing the codes of all the attractors generated since you ran
the PROG11 program. We now develop the capability o examine these attractors
andsave the interesting onesin a file FAVORITE.DIC, while discarding the others. This
feature allows you to run the program overnight and collect attractors for rapid
viewing the next day. This capability is especially useful if you have aslow computer.
The required program changes are shown in PROG20.

PROG20. Changes required in PROG19 to evaluate the attractors in SA.DIC and save the best of
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them in FAVORITE.DIC

1000 REM FOUR-D MAP SEARCH (Wth Search and Destroy)

1380 IF QWo <> 2 THEN GOTO 1420

1390 NE = 0: CLCSE

1400 OPEN "SA. DI C' FOR APPEND AS #1: CLOSE

1410 OPEN "SA. DI C' FOR | NPUT AS #1

2420 I|F QWwo = 2 THEN GOTO 2490 ' Speed up eval uation node

2610 I|F QwWo <> 2 THEN GOTO 2640 'Not in eval uate node

2620 | F EOF(1) THEN QW6 = 0: GOSUB 6000: GOTO 2640

2630 I F EOF(1) = 0 THEN LI NE I NPUT #1, CODE$: GOSUB 4700: GOSUB 5600
3340 | F Qwb <> 2 THEN GOTO 3400 "Not in eval uate node

3350 LOCATE 1, 1. PRINT "<Space Bar>: Discard <Enter>. Save";

3370  LOCATE 1, 49: PRINT "<Esc> Exit";
3380  LOCATE 1, 69: PRINT CINT((LOF(1) - 128 * LOC(1)) / 1024); "K left";

3390 GOTO 3430

3620 | F Qwbo = 2 THEN GOSUB 5800 " Process eval uati on command
3630 | F I NSTR("ADEHI PRSX", Q) = 0 THEN GOSUB 4200

3710 |1F @ = "E" THEN T% = 1: QWb = 2
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4220

4320

5800
5810
5820
5830
5840

5850

5900
5910
5920
5930

5940

6000
6010
6020
6030
6040

6050

320

WH LE @& = "" OR INSTR("AEI X", @B) = 0

PRI NT TAB(27); "E: Evaluate attractors"

REM Pr ocess eval uati on conmmand

IFQ =" " THEN T% = 2: NE = NE + 1. CLS

IF Q@ = CHR$(13) THEN T% = 2: NE = NE + 1: CLS : GOSUB 5900

IF @ = CHR$(27) THEN CLS : GOSUB 6000: @ =" ": QWwhe= 0: GOTO 5850
IF Qb <> CHR$(27) AND INSTR("HPRS', B) = O THEN Q6 = ""

RETURN

REM Save favorite attractors to disk file FAVORITE. DI C

COPEN "FAVCRI TE. DI C' FOR APPEND AS #2
PRI NT #2, CODE$
CLOSE #2

RETURN

REM Update SA.DIC file

LOCATE 11, 9: PRINT "Eval uation conpl ete"
LOCATE 12, 8: PRINT NE, "cases eval uated"
OPEN " SATEMP. DI C' FOR OUTPUT AS #2

IF QWo = 2 THEN PRI NT #2, CODE$

VWH LE NOT EOF(1): LINE INPUT #1, CODE$: PRI NT #2, CODES$:

VAEND



6060 CLOSE
6070 KILL "SA. D C'

6080 NAME "SATEMP.DIC' AS "SA DI C'

6090 RETURN

The program uses the Ekey to enter the evaluation mode. When in this mode,
the attractorsin SA.DIC are displayed one by one. Each case remains on the screen
and continues toiterate untilyou press the spacebar, which deletesit, the Enterkey,
which savesitin the file FAVORITE.DIC, the Esc key, which exits the evaluation mode,
or, in rare cases, until the solution becomes unbounded, whereupon it is deleted.
While an attractoris being displayed, you can pressthe H, R, P, and S keysto change
the way itis displayed without returning to the menu screen. The upper-right corner
of the screen shows the number of kilobytes left to be evaluated in the SA.DIC file.
When in the evaluation mode, the program bypasses the calculation of the fractal
dimension and Lyapunov exponent so that each case is displayed more quickly.

As you begin to accumulate a collection of favorite attractors, you will
probably want to go back and find your favorites of the favorites. You merely need
to rename the FAVORITE.DIC file to SA.DIC and evaluate them a second time. The
attractors exhibitedin this book were selected by this method afterlooking at about
100,000 cases. Since the FAVORITE.DIC file is in ordinary ASCII text, you can share
your favorites with a friend who may have a different computer or operating system.
You can easily e-mail the file to someone or upload it to a computer bulletin board
or mainframe computer. Remember, however, that the programs in this book are
copyrighted and are for your personal use. It is a violation of the copyright to share
the programs with anyone else. You can now begin your own private collection of
strange attractors artwork!
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Chapter 6

Fields and Flows

In this chapter, we consider equations whose iterates move gradually rather
than abruptly from one place to another. Such equations are called differential
equations, and they are the basis for most dynamical systems that describe natural
processes. The programming is a simple extension of what we have done before,
but the calculation requires more computing time. The attractors produced by
differential equations consist of continuous lines whose weavings and waverings
describe the trajectory and yield objects of considerable beauty.

6.1 Beam Me Up Scotty!

Successive iterates of the maps in the previous chapters are usually at widely
different positions on the attractors. The points dance around like fleas jumping on
the back of a dog, eventually, but gradually, visiting every allowed location. Most
processesin nature don't occur that way but progress slowly and continuously from
some initial condition through a succession of nearby intermediate states to the
final condition.

If you take a trip across the country, your trajectory through three-dimen-
sional space (or even in four-dimensional space-time) is a confinuous one-dimen-
sional curve. Only in science fiction is Captain Kirk able to dematerialize at one
position and rematerialize somewhere else, without occupying a succession of
intermediate positions. Most substances in nature obey a continuity equation,
which guarantees that if their quantity decreases at some position, the decrease
mustbe accompanied by a flow of the substance away from the position. Note that
thisis astronger condition than aconservation law, whichrequires only that the total
quantity of the substance remains the same.

There is arelation between flows and maps. Imagine a fly trapped in aroom
and moving in a complicated, random manner. Its frajectory is a one-dimensional
curve that eventually fills the entire room. However, if you observe the fly with a
strobe lamp that flashes periodically, the trajectory is a succession of dots, with
each dot separated from the previous dot by a significant distance. The dots also
eventually fillthe entire three-dimensionalregion, but it takeslonger for thisto occur.

However, if the fly's motion is chaotic rather than random, neither the curve
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nor the dots fill the room; rather, they lie on a strange attractor that occupies a
negligible portion of the room. The attractor consisting of all the possible dots often
has a lower dimension than the attractor consisting of all the possible curves. Thus
amap can be thought of as a crude description of a flow, in which the intervening
details of the motion are ignored.

It's easy to think of an object such as a fly or a human, imbued with
intelligence, however limited, moving by free will along a complicated trajectory.
However, inanimate objects, such as astronomical bodies or sub-microscopic,
electrically charged particles, can also execute complicated motions. They do so
because they move through a space filled with gravitational or electromagnetic
fields.

It is important to recognize that a field has no objective reality other than to
describe mathematically the force on an object moving through it. When some-
thing is dropped, it falls toward Earth. It is a deeply philosophical question, not
answered very well by science, how the object knows to move toward Earthrather
than in some other direction. We say that it is acted upon by the gravitational field
of the Earth, but this description, however useful for calculating the motion, begsthe
issue. Ultimately, the laws of physics describe very accurately how things move, but
not very well why.

The equations that describe flows are of a different type than those that
describe maps. They are called differential equations, and they involve the rate of
change of a quantity. We will consider only ordinary differential equations (ODEs),
as distinguished from the partial differential equations (PDEs) used to describe the
behavior of complicated objects like fluids that have intrinsically infinite-dimen-
sional state spaces. Dynamical systems described by ODEs involve only the time
rate of change of the position of a point in state space, whereas with PDEs, the
variables are quantities like density, temperature, and electric field that change in
space as well as time. A wave is an example of a dynamical system described by
a PDE.

Consider an object moving in the X direction. Its speed is the rate of change
of its position, and we will denote this quantity by X' (pronounced "X prime"). Itis the
distance the object moves in a brief interval of time divided by the time interval. If
you know some calculus, you recognize this as the time-derivative of X, usually
denoted by dX/dt. The rate of change of position is what the speedometer on your
car, orthe police radar, reads. The rate of change of the speed s the acceleration.
More properly, we should call these quantities the time rate of change, since
quantities can also change in space. For example, the spatial rate of change in
altitude of aroad is called its grade.
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An object moving in three-dimensional space has a constantly changing
value not only of X but also of Y and Z. Furthermore, X', Y’, and Z’ usually depend
on position (X, Y, and Z). For example, a particle moving clockwise in a circle about
the originin the XY plane is described by the following pair of differential equations:

Y'=-X (Equation 6A)

Such a set of equations describes, at least approximately, the motion of the earth
around the sun. This type of regular motion is not chaotic, and it does not lead to
visually interesting strange attractors.

Some differential equations can be solved easily using calculus. Forexample,
Equation 6A has the solution

X=Asin(t+_)
Y=Acos(t+_) (Equation 6B)

which specifies the X and Y positions at any time t. The quantities A and f are
constants that are determined from the initial conditions (the values of X and Y at
t=0).If you are interested only in the shape of the trajectory, and not in where the
object is along it at any particular time, you can eliminate the tin Equations 6B to
get arelation between X and Y,

X2 +Y2=p2 (Equation 6C)
which is the equation for a circle of radius A centered on the origin (X =Y =0).

Equation éA also arisesin a different context. Imagine an object moving back
and forth in the X direction, perhaps attached to a spring that alternately stretches
and compresses. Since Y is equal to X', we can associate Y with the velocity in the
X direction. The XY plane then becomes the two-dimensional phase space for this
one-dimensional motion, and the trajectory in this plane is the phase-space
trajectory. A circular phase-space trajectory is a characteristic of a one-dimen-
sional, simple harmonic oscillator, such as a mass on a spring. Usually the phase-
space trajectoryis an ellipse, just as the orbit of the earth around the sunis an ellipse,
but we can always measure Y in appropriate units, or adjust the scale of the graph,
to change the ellipse into a circle.

With this interpretation, the first part of EQuation 6A defines the velocity (Y) as
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the rate of change of position (X’). If you remember your physics, the second part
of Equation 6Ais Newton's second law (F =ma), in which the force F obeys Hooke's
law forsprings (F =-kX), and the acceleration ais the rate of change of velocity (Y’).
It is interesting that the same set of differential equations with a change in the
meaning of the variables can describe the motion of an object traveling in a circle
or an object oscillating on the end of a spring. Equation 6A describes many other
phenomena in nature, such as the oscillations in an electrical circuit containing a
capacitor and inductor.

A two-dimensional system of differential equations such as Equation 6A
cannot exhibit chaos, according to the Poincaré-Bendixon theorem, because the
trajectory cannot cross itself. The most complicated bounded behavior is thus a
simple closed loop, corresponding to periodic motion. The reason the trajectory
cannot crossitselfis that every pointin the XY plane has associated with it a unique
direction of flow, so the trajectory must approach and leave every point in asingle
particular direction. If the orbit were to return to a point previously visited, it would
thereafter repeat what it did before. In two dimensions, the orbit can do only one
of three things: spiralinto a fixed point, approach a stable limit cycle, or spiral off to
infinity.

Trajectories may appear to cross if they come very close to a fixed point that
is stable in one direction and unstable in another (called a saddle point or X point
because of its shape). Such a trajectory is called a separatrix because it separates
regions with different flows. Trajectories approaching the fixed point on one side of
the separatrix veer off to the right, and those approaching from the other side veer
off to the left. Such a separatrix exists upstream (and downstream) of anisland in a
river where two sticks placed side by side in the water end up going around
opposite sides of the island. The island seems at first to attract the sticks and then to
repel them at right angles as they approach it.

In three dimensions, we have the possibility of an orbit wrapping around in a
complicated manner, like a ball of string, never intersecting itself, but producing a
never-ending tangle. By contrast, maps can be chaotic in one or two dimensions
because the points jump from place to place with little danger of intersecting
another point. Captain Kirk need not be concerned about a collision while being
transported from one pointto another. He only needs to worry about landing on top
of a diabolical Romulan at his destination!
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6.2 Professor Lorenz and Dr. Rossler

Although differential equations have been the mathematical basis for most
descriptions of nature for hundreds of years, almost no one suspected that the
trajectories resulting from their solution could be a chaofic strange attractor. The
history of the discovery of such solutions is interesting and bears retelling.

In the early 1960s, Edward Lorenz, a meteorologist at the Massachusetts
Institute of Technology, was developing models of atmospheric convection to be
solved by a primitive computer that required about one second per iteration. His
models involved a large number of differential equations and produced solutions
that varied with tfime in a complicated manner, not unlike the variation of the
weather over long intervals of time. On one occasion, he happened to restart one
of his computer runs using numbers rounded to three digits rather than the six
significant figures used by the computer.

For some time, the solutions followed one another, but after a while they
began to depart, and eventually they bore no relation to one another. He had
discovered the sensitivity to initial conditions that is perhaps the most salient feature
of chaos. He began simplifying his equations in an attempt to determine the
minimum conditions necessary for this bizarre behavior. The result is the now famous
Lorenz equations, which represent the first example of a strange attractor arising
from differential equations,

X'=_(Y-X)
Y'=-XZ+rX-Y
L' =XY -blZ (Equation 6D)

where s, r, and b are constants that Lorenz took to be s = 10, r = 28, and b = 8/3.
Lorenz published his findings in 1963 in the Journal of the Atmospheric Sciences,
where they went largely unnoticed for the next decade. The title of his paper,
"Deterministic Nonperiodic Flow," is an apt description of what we now call chaos.

Although the Lorenz equations were distilled from a model of atmospheric
convection, the trajectory in XYZ space does not represent air currents in any literal
way. Instead, X corresponds to the size of the convective motion, Y is proportional
to the temperature difference between the ascending and descending fluids, and
Z is proportional to the deviation of the vertical temperature profile from a linear
function. Nevertheless, the behavioris reminiscent of a fluid with turbulent convec-
tion.
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Since the Lorenz equations were proposed, several phenomena have been
found that are at least approximately modeled by them. Perhaps the simplest
example is the thermosiphon. Imagine a continuous tube, like a bicycle tube, filled
with a liquid and mounted vertically. If the bottom of the tube is heated and the top
cooled, aconvection ensues, with the warm fluid rising and the cold fluid falling. The
convection is equally likely to start in either direction. After it starts, the circulation
continuesin that direction a few times around the loop and then abruptly reverses.

In the 1970s other examples of chaotic differential equations began to be
discovered. An important contribution was made in 1976 by Otto Rdssler, a
nonpracticing medical doctor in Germany. R&ssler was interested in chaos in
chemistry and theoretical biology, and he set about to find a system of equations
even simpler than those of Lorenz that exhibited chaotic behavior. What he came
up with are the now famous Réssler equations:

X' =-(Y+1)
Y'=X+aY
LI'=b+1I(X-c) (Equation 6éE)

where q, b, and ¢ are constants that Rossler tooktobe a=0.2,b=0.2, andc=5.7.
The Roéssler equations are sometimes described as the simplest known example of
chaos arising from a system of ordinary differential equations. They contain asingle
nonlinearity (ZX in the third equation). Rdssler’s original paper is also interesting
because it contains astereoscopic view of his strange attractor as well as the Lorenz
attractor.

Until very recently, the discovery of a new strange attractor was a cause to
rush to publication. With the program in this book, you can produce them by the
thousands! Even today researchers tend to focus on a few well-known examples
such as the Lorenz and R&ssler attractors. An entire book has been written on the
Lorenz attractor alone. Think of the libraries that could be filled by books describing
your attractors in similar detail!

The Lorenz and R&ssler attractors are shown in Figures 6-1 and 6-2, respec-
tively, albeit with slightly different values of the parameters than they used. These
cases are known to have fractal dimensions slightly greater than 2.0. These
examples are more important for their historical interest than for their visual appeal.
If you have never seen these attractors in 3-D, be sure to return to these cases and
view them with the various display techniques after the program has been appro-
priately modified, as described in the next section. The Lorenz attractor resembles
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the wings of a butterfly, making it an appropriate emblem of chaos, since the
sensitivity to initial conditions is most dramatically illustrated by the butterfly effect.

Figure 6-1. The Lorenz attractor

(MCMMMUMMMMM i MMLLMMMMMMMNMMMMIM F=2.21 L =8.15
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Figure 6-2. The Rossler attractor

(MMMMM IMM INMQMMMNMMMMHMMMOMMMBH F=1.99 L = 8.88

6.3 Finite Differences

Some differential equations, such as Equation é6A, can be solved exactly in a
straightforward manner using calculus. However, if a system of equations exhibits
chaos, no such solution is possible. The reason is that no mathematical function
analogous to the sine and cosine can describe a strange attractor the way those
functions describe a circle. The equations must be solved by computer. We say that
such solutions are numerical as opposed to analytical.

Unfortunately, digital computers, which are ideal for iterating maps, are
inherently incapable of exactly solving differential equations. The equationsrequire
that the solution advance slowly and smoothly. Thatis, the successive iterates must
differ by aninfinitesimal amount, thus infinitely many iterations are required to make
any progress. Special analog computers have been designed for the task, but they
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are not common or simple to program.

Books have been written on methods for the approximate numerical solution
of differential equations, and it is as much an art as a science. All the methods
involve, in one form or another, afinite-difference approximation to the differential
equation. Rather than taking infinitesimal steps, one advances in finite steps
according to a prescription that attempts to minimize the inevitable errors. Fortu-
nately, for our purpose, our solutions need not be highly accurate, so we can use
a simple procedure.

Perhaps the easiest and most tfransparent method for finding approximate
solutions to differential equations is the Euler method. When this procedure is
applied to the simple example of Equation 6A, X and Y are advanced according
to

XN+l =Xn+_Yn
Yn+1 =Yn-_Xn (Equation 6F)

where eis the fime step that ideally should be negligibly small but in reality is made
as large as possible to reduce the number of iterations required to advance the
solution by a substantial distance along the trajectory. You see that the Euler
method provides just another example of an iterated map in which successive
iterates are near one another. It is perhaps the least accurate method for solving
differential equations, and it is easily improved upon. However, for most of our
purposes, the Euler method is adequate. Furthermore, it is simple to modify the
program to solve differential equations by this method. The necessary changes are
shown in PROG21.

PROG21. Changes required in PROG20 to solve differential equations by the Euler method

1000 REM ODE SEARCH

1070 D% = 3 ' Di nensi on of system
1080 EPS = .1 "Step size for ODE
1090 ODE% = 1 'Systemis ODE
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1990 |F ODE% = 1 THEN XN(19% = XY(1% + EPS * XN(I1%

2660  CODE$ = CHR$(59 + 4 * DV + O% + 8 * ODEY

3050 IF ODE% =1 THEN L = L / EPS

3660 |F ODE% = 1 THEN D% = D% + 2
3680 |F @ = "D'" THEN D% =1 + (D% MDD 6): T%=1

3700 IF D% > 4 THEN CDE% = 1: D% = D%- 2 ELSE ODE% = 0

4300 PRI NT TAB(27); "D. Systemis"; STR$(D%; "-D polynomal "

4310 IF ODE% = 1 THEN PRI NT "ODE" ELSE PRI NT " map"

4730 |F D% > 4 THEN D% = D% - 2: CDE% = 1 ELSE ODE% = 0

In PROG21, the value of eis 0.1, and the three-dimensional equations are
polynomials up to fifth order, with coefficients chosen by analogy to the three-
dimensional polynomial maps previously described. We don't consider differential
equations in less than three dimensions because they cannot have chaotic
solutions. The second-order through fifth-order equations are coded with the first
letters Q, R, S, and T, respectively.

If eis sufficiently small, its value should not affect whether a system is chaotic
or the general appearance of the attractor, but it certainly changes the trajectory
on the attractor. Just as a chaotic trajectory is sensitive to initial conditions, it also
is sensitive to the approximations used to calculate it. Unfortunately, a value of e=
0.1 is not sufficiently small, and many of the resulting attractors would disappear or
change their appearance if ewere reduced. Conversely, other attractors would
emerge for smaller values of e. Fortunately, for our purposes, the solutions need not
be even qualitatively correct. Be forewarned that reducing e has unpredictable
effects on the attractors and increases the computation time.
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The Lyapunov exponent is calculated as with the corresponding maps,
except that it is divided by e; thus its units are bits per second rather than bits per
iteration, because each iteration advances the solution by e seconds. It is custom-
ary to express the Lyapunov exponent in this way for differential equations because
the step size depends on the numerical approximation that is being used, whereas
the divergence of the trajectories per unit time is an intrinsic property of the
differential equations.

Sample attractors produced by three-dimensional ordinary differentialequa-
tions projected onto the XY plane are shown in Figures 6-3 through 6-6.

Figure 6-3. Projection of three-dimensional quadratic ODE

(JRREQDTUELEQHTHLAAPRGD.JJKLPYAFD F=1.77 L =08.17
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Figure 6-4. Projection of three-dimensional cubic ODE
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Figure 6-5. Projection of three-dimensional quartic ODE

33KBHUTGPJHPOEPHRDGF XBAL TEPFEACLGRONUWE I IBOGXWOJDLSKONFXYI... F = 1.55 L = HB.15
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Figure 6-6. Projection of three-dimensional quintic ODE

TLFBEBGP)AJ)LXYMFGYJCXTRGFDZKCSTRCXBFJES()KNOGFGEPULLDTVLL... F = 2.88 L = B8.58

These figures are like tfime-exposed photographs of the shadow on the wall
of a fly moving chaotically in a room. However, because of the finite difference
approximation used to solve the equation of motion, you must imagine that the fly
is illuminated by a strobe lamp that flashes rapidly. The trajectory thus consists of a
large number of closely spaced dots. The separation of the dots provides ameasure
of the accuracy of the solution. Although some of the cases produce apparently
continuous frajectories, others more nearly resemble the maps of the previous
chapters. You might prefer to alter the program so that the dots are connected by
lines. This is most easily done by changing line 5060 to

5060 | FTRD% = @ THEN | FODE% = 1 THEN
LI NE- (XP, YP), CA% ELSEPSET(XP, YP), C4%

Another consequence of dealing with differential equations is that many
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criterion for the number of iterations as we did for the maps, a significant number
(perhaps 20%) of the attractors found in a random search are not chaotic, and a
few are even unbounded. When you evaluate the attractors found by the search,
you will recognize these cases by the way they eventually settle onto a simple
closedloop thatis visually indistinguishable from alimit cycle, spiralinto a fixed point,
or leave the screen. You will also notice a few cases that consist of isolated islands
with no bridge connecting them, such as the one in Figure 6-3. You can be sure
these are not true flows, because such discontinuities are impossible in the trajec-
tories that arise from the solution of our differential equations.

There is no reason to limit the display of attractors arising from differential
equations to projections onto a plane. All the display techniques developed in
Chapter 4 for three-dimensional maps are also available here. Figures 6-7 through
6-22 and Plates 23 and 24 show a selection of such examples.

Figure 6-7. Three-dimensional quadratic ODE with shadows
QDE IXNUKDGYXVUC ISQLYFHUQADDFMDJP F=171 L =8.82
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Figure 6-8. Three-dimensional cubic ODE with shadows

RECDFPFUYNCFPMUIBYKTEQAPH IFHFJXCIJASENTYYCPTUADUMNSRSJMMSENSL F = 1.33 L = B8.19
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Figure 6-9. Three-dimensional quartic ODE with shadows

SUISTHIXFBRILKWHLDWTNCOZSDCNERFJGXAJMEXFUZGTODDOVECKJRSZ ... F = 1.65 L = B.45
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Figure 6-10. Three-dimensional quintic ODE with shadows

TQHTPBUXAD IMPSVRD TO TEUGRXODMBJNGAAY TXUWWDDDXD)UONAIGEDUYF ... F = 1.73 L = 8.31
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Figure 6-11. Three-dimensional quadratic ODE with contour bands

(LOTRIDMXRBUSABPKTHERYGBJUXEAKN F=1.74 L =8.18
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Figure 6-12. Three-dimensional cubic ODE with confour bands

RHNEDRSEFP TGELEXOWYMEDQCECLOJBHHMOECLTQTRCFEQUATHMLM IORSHBKNI F = 1.95 L = BH.9Z
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Figure 6-13. Three-dimensional quartic ODE with contour bands

SAQKAETCTPFRJARFEANRHYFLOZXHNBZGGGJHSDMO)RY YRSWUHKUORXKNX ... F = 1.78 L
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Figure 6-14. Three-dimensional quintic ODE with contour bands

T IKDSMEKSFJJUOHCDMJQOQCRUJAEAEOFLL TUKOUDOYRQUGRWRMSRSVMHKUD ... F = 1.91 L = 1.42
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Figure 6-15. Stereo pair of three-dimensional quadratic ODE

(EDY IVONAHLFUWRE YMTDDDLLUVUHJKSL (EDY IVONAHLFUWRE YMTDDDLLUVUHJKSL
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Figure 6-16. Stereo pair of three-dimensional cubic ODE

RFEJMURNRYSKUHF JXUFDMBKSBJFFUUIBTEFU. . . RFEJMURNRYSKUHFJXUFDMBKSBJFFUUIBTEFU. . .
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Figure 6-17. Stereo pair of three-dimensional quartic ODE

SHENLC IMXEHDFUCTGGTHM ISUTWQUENOGMREEX . . . SHENMLCIMXEHDFWCTGGTHMISUIWQUKNOGMREX. . .
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Figure 6-18. Stereo pair of three-dimensional quintic ODE

TBEIESE(QRCCJAWWI IMLCJIRCUBWJKCDDREGO . . . TBEIESE(RCCJAWWI IMLCJIRCUBWJKCDDREGO. . .
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Figure 6-19. Slices of a three-dimensional quadratic ODE

QUCTPNYFRUFMCEWDGLKCVLBOYVZLPLN

M
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Figure 6-20. Slices of a three-dimensional cubic ODE

RNMESFEKTRDEXQNCWUWCSWOECBEBFMIXAJOYLCKED I IXRXJHEAEEWJBYBRKUXTIFY F = 2.41 L = B.Z7

v
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Figure 6-21. Slices of a three-dimensional quartic ODE

SQFECQRRY IURKSQUPQJFXY IGXS IBLHXMGPPQ IAZNMOYVDLCAWDKMXOCMD ... F = 1.51 L = 8.11
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Figure 6-22. Slices of a three-dimensional quintic ODE

THEDSQARKUURSXNOXN TVUHHCALECUHBGUXXACJJJUNCUCKXP TXBFCRGXS . . .

F=2.17

L

= 2.34

— Y

-

L g
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6.4 Flows in Four Dimensions

Flows, like maps, can be embedded in spaces of arbitrary dimension. Four-
dimensional flows are hard to visualize but pose no difficulty for the computer to
calculate. Buried in PROG21 is the capability for calculating four-dimensional flows.
You only need to press the D key to access the four-dimensional ODEs. All the
techniques previously developed for displaying four-dimensional maps are avail-
able. The quadratic, cubic, quartic, and quintic equations are coded with the first
letters U, V, W, and X, respectively. Figures 6-23 through 6-38 and Plates 25 through
30 show a selection of strange attractors arising from four-dimensional ordinary
differential equations with polynomial terms.

Figure 6-23. Projection of a four-dimensional quadratic ODE

UJKCAWNX THCYDUPKQBEMUV IEBYFYJTRVXDHC IBIFDEPMJHDBMUVCODFEXRRFT F = 1.33 L = 8.38
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Figure 6-24. Projection of a four-dimensional cubic ODE

UGKEMAGHANXJEXJBSMEAXYCMEHYFGC IULBNEMFXSCCOTXAUIWSFYKOE. .. F = 1.72 L = B.Z26
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Figure 6-25. Projection of a four-dimensional quartic ODE

UT)RFNAVWGUNPRG IN IXKVCUSOCGUJODUHTMTESROOXVK TONNHOQJFHUUGK . .. F = 1.78 L = B.47
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Figure 6-26. Projection of a four-dimensional quintic ODE

XNOYBECRSMOTUWDWDPQGPJPPEOSJLUBTKEGOPUQG TSPEBMISYTUVHNWWXY . .. F = 1.58 L = B.58
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Figure 6-27. Four-dimensional quadratic ODE with shadow bands

UHUPENUENEQ IBQOCKEMDUPUCYATOQJCHJAGNRYHOULOQRKWORQCPQIUKCCDWWIA F = 1.81 L = B.29
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Figure 6-28. Four-dimensional cubic ODE with shadow bands

UKCLEUHORC IEPAEPGX0XQ) ICXPOMNDFUFOFEOSAQCERPLNF IQTPROJUBII... F = 1.98 L = H.84
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Figure 6-29. Four-dimensional quartic ODE with shadow bands

WKDEDPGPOXLGMOYNFBMPSIYDONGTD I YKHFLSCRYLVKRESEDOQHBRSEHGXG. .. F = 1.76 L = H.18
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Figure 6-30. Four-dimensional quintic ODE with shadow bands

XTPXAPORYSXEJCLEHGOG YX TG ILOANUASHNBSHSWNQHHUPOSBWSXDDRPUG ... F = 1.81 L = B.45
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Figure 6-31. Four-dimensional quadratic ODE with stereo bands

UGL IC IRJDBAEOQBFPHUDSPD IUVHNRHCUYAE . . .

UGL ICITRJDBAEOQBFPHUDSPDIUVHNRHCUYAE . . .
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Figure 6-32. Four-dimensional cubic ODE with stereo bands

UHT(NUHDORFGFJXRDOYRWNHCRCOFPSESNVUPES . . . UHTOQNUHDQRFGF.JXRDO)YRUNCRCOFPSBSNUPES. . .
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Figure 6-33. Four-dimensional quartic ODE with stereo bands

UJCUJYONDYWSFHUSWOQXTDCOQTPUHWTFDISTVU . . . WJCUJYONOYWSFHUSWOXTDCOTPUHUTFDISTUL. . .
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Figure 6-34. Four-dimensional quintic ODE with stereo bands

XJUSDORKDEJYCDRBCBOFRK INFEFCIHLYWDDGH . . . XJUSDORDEJYCDRBECBUFKKINFEBFCIHLYWDDGH. . .
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Figure 6-35. Four-dimensional quadratic ODE with sliced bands

UHKO TCHADGLPGRAPVTDUMJMAHFWL TCKYMUY(DWEMMLLHJCTURP YGAUJGINYVY F = 2.7 L = HB.33

&
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Figure 6-36. Four-dimensional cubic ODE with sliced bands

= B.27

F=2.38 L

UIPHNESOEEWSDGCOABBNEJXOBC TAKHTDEHX IFJUH IRTO)GXBOSRNRFRFRS . . .
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Figure 6-37. Four-dimensional quartic ODE with sliced bands

WNHRNECEKBNTNSVE IBKN THREYDMTDJOPAMRHQULMOOKKCSSJETXHOFAPEE . . .
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Figure 6-38. Four-dimensional quintic ODE with sliced bands

XPOOCSENDLUDHUWQRTQDCOQDHPUS TUYDLBEQEKW IAKNPVLAFNNANJXBYNSYP ... F = 1.37 L = A.14
v — _
W A SE ¥ENIS S
&5 £ S iy
T el o N 3

-~ = N3
: 2
m

367



6.5 Strange Aftractors that Aren’t

In Section 3.8, we discussed chaotic orbits that don't approach an attractor
("Strange Attractors that Don't"). Here we consider nonchaotic orbits that ap-
proach attractors that aren’t strange. These attractors are not fractals. They have
dimensions that are integerssuch asO, 1, 2, or 3. Some of them are beautiful, so they
are worth displaying even if they are technically outside the scope of this book.

Such attractors can arise from maps as well as from differential equations.
They don't require high embedding dimensions, although the dimension of the
attractor always is at least one less than the dimension of the embedding space.
Thus some of the examples are taken from equations described in earlier chapters.

The simplest nonchaotic attractoris a point attractor. Suppose we modified
Equation 6A so the solution is not a circle but an inward spiral. One way to do this
is as follows:

X'=Y-bX
Y'=-X-bY (Equation 6G)

You can think of the coefficient b as a measure of the friction that eventually brings
the trajectory to rest at the origin (X =Y =0) in phase space. If b is zero (frictionless),
the orbit is a circle. Negative values of b (antifriction) cause the solution to spiral
outward, approaching infinity. This case corresponds to a point repellor at the
origin. An attractive fixed point is called a sink and a repelling fixed point is called
asource. Some authors reserve the term fixed point for maps and prefer to call the
stationary solutions of ODEs critical points or equilibrium points.

The two occurrences of b in Equation 6G need not have the same value or
eventhe samessign.Insuch acase, the orbit movesin or out but notin asymmetrical
manner. Many physical processes have b = 0 in one of the equations. If b is close
to zero, it doesn’'t matter much in which equation it appears.

If bis zero in one of the equations above, small positive values of the other b
cause the radius of the circle to decrease slowly, approaching what is called a
spiral-point or focal-point attractor, or simply a focus. Larger positive values of b
cause the radius to decrease more rapidly. With very large values of b, there is little
circulation around the point, and the trajectory is more nearly radial toward what
is called a radial-point or nodal-point attractor, or simply a node. The boundary
between the two cases occurs at b =2 and corresponds to critical damping in an
oscillator. In either case, the resulting attractor is a point at the origin with a
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dimension of zero. A code that produces a point attractor (with b = 1) is
QMLM3NMSLM3LM 4. For this case, the largest Lyapunov exponent is negative (L
=-0.1/In2=-0.14), and it produces a single dot on the screen.

More interesting cases can occur because the program assumes the trajec-
tory is on the attractor after 1000 iterations. For trajectories that approach the
aftractor very slowly, there can be interesting behavior after the thousandth
iteration and before the fixed point is reached. Such slowly attracting fixed points
have negative Lyapunov exponents, atleast one of whichis very close to zero. The
search can be expanded to include them as well as other nonchaotic attractors
by changing the .005 in line 2480 of the program to -.005, for example. Then
attractors that have Lyapunov exponents near zero but have not settled to a fixed
point after NMAX iterations are included in the file SA.DIC. If you prefer, you can
collect them in a separate file TORUS.DIC by changing line 4910 of PROG21 to

4910 IF L > . 005 THEN OPEN "SA. DI C' FOR APPEND AS #1 ELSE OPEN "TORUS. DI C' FOR
APPEND AS #1

Several such cases are shown in Figures 6-39 through 6-42. Figure 6-39 shows
a spiral-point attractor. Figure 6-40 shows what appears to be a radial-point
attractor with several different initial conditions; it is really a spiral-point attractor
with successive iterates that move rapidly around the fixed point. This phenomenon
is called aliasing, and it is most easily detected by connecting temporally succes-
sive points with continuous lines. Figures 6-41 and 6-42 show cases where the rate
of circulation around the fixed point changes significantly as the fixed point is
approached.
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Figure 6-39. Trajectory approaching a spiral-point attractor

THGLFVYPULURVAAVNUUOFD YANMFM YAJ TT Y2V YMGLDUXHCPRAVXFRMJBCL) . . .

F

.81

L

= B.84
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Figure 6-40. Trajectory emulating a radial-point attractor

(GNSFHUSUHJOBLCIXETSGRQWWK)PFG F=8.18 L =-8.81
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Figure 6-41. Trajectory approaching a point attractor

L = 8.88

F =8.81

AVXUXDXH ILACHURDZZAATSXBNUMOUF
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Figure 6-42. Trajectory approaching a point attractor

RFOUMYQULYODOSPGYVRWKBRAUX YUSMJLJYFEJPUKEDOQP JUBBURCUAMXSNFEYE F = B.12 L =-H.8BZ

The point attractor is the simplest type of nonchaotic attractor. It has a
dimension of zero. An attractor can also have a dimension of one, which is a line.
Such attractors are limit cycles. They correspond to systems that settle intfo a
periodic or cyclic behavior. Consequently, such attractors are also called cyclic
attractors.

The simplest differential equations that produce a cyclic trajectory are the
equationsin Equation 6A. The resulting orbitis a circle in the XY plane. This case is not
an attractor, however, because every initial condition produces a circular trajec-
tory whose radiusis the distance of the initial point from the origin. There is no unique
circle to which nearby orbits are attracted, and there is no basin of attraction.
Furthermore, if you attempt to display the frajectory using a code such as
QMINMILMITS, you will find that the orbit is unbounded and spirals outward as if
there were a point repellor at the origin. The reason is that our iteration scheme for
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approximating the solution of the differential equations is not exact. The errors
compound and eventually cause the orbit to be lost.

The simple undamped (frictionless) oscillatoris said to be structurally unstable
because an arbitrarily small perturbation to the equation (such as using the Euler
finite difference approximation of Equation é6F) changes the structure of the solution
from a closed loop to a never-ending spiral. Note the distinction between an
unstable equation, in which a small modification of the equation causes a large
change in the solution, and an unstable solution, in which a small variation of the
initial condition away from the equilibrium value causes the solution to move ever
farther from equilibrium.

To produce a frue limit cycle that is structurally stable, we need a system of
equations whose solutions spiral outward from initial conditions in the interior and
spiral inward from initial conditions on the exterior of the attractor. A suitable set of
such equations is the following:

X' =Y+ (1-X2-Y2)X
Y =X+ (1-X2-Y2)y (Equation 6H)

The quantity (1 -X2- Y2) plays the role of -b in Equation 6G. Whenever the trajectory
liesinside the circle of radius one, it spirals outward, and whenever it lies outside the
circle of radius one, it spirals inward. Thus the limit cycle is defined by the circle X2
+Y2=1.Thereisa pointrepellor at the origin, and the basin of attraction is the entire
XY plane. A code ’rho’r?roduces such a stable limit cycle, except with a smaller
radius is RMNMAM3AMINM? LMZAMENMAMZS,

A limit cycle may be either stable or unstable, just like a fixed point. With an
unstable limit cycle, nearby orbits move progressively farther from the limit cycle. An
unstable limit cycle can be identified in an invertable map or system of ordinary
differential equations by running time backwards, in which case the limit cycle
becomes stable and attracts rather than repels nearby orbits.

A slightly simpler version of Equation 6H that produces a stable limit cycle,
although not a symmetrical one, is the following:

X' =Y
Y =X+ (1-X2)Y (Equation 6l)

Thissystemis called the Van der Polequation, and it was first used to model vacuum-
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tube oscillator circuits, but it has been used in other applications such as the
modeling of pulsating stars called Cephids. A code for the Van der Pol equation is
RMTTOM7KMZKMOOM28,

Such limit cycles are characterized by a dimension of one and a Lyapunov
exponent of zero. The dimension as approximated by the program will usually not
be exactly 1.0 for the reasons discussed in Section 3.4. The Lyapunov exponent is a
much better criterion for identifying limit cycles. In a two-dimensional embedding
space, asin the previous examples, there are two Lyapunov exponents. The smaller
(more negative) of them is the rate at which trajectories with different initial
conditions approach the attractor. The larger exponent (the one calculated by the
program) is the rate at which two nearby points on the limit cycle separate. For a
limit cycle produced by ODEs, this exponent must be zero because points along the
trajectory are governed by the same rates of flow, except delayed in tfime.

In two dimensions, the limit cycles cannot cross, so the most complicated
shapes are simple distorted loops. In three or more dimensions, they can wrap
around in a complicated tangle like a ball of string, but without ends. Figures 6-43
through 6-50 show a collection of visually interesting limit cycles. They are plotted
as stereo pairs so that you can see how the trajectories pass beneath one another.
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Figure 6-43. Limit cycle from a three-dimensional quadratic map

INS IUROMOJQ I EEHYJELRRKQUWULFDDGUE INS IUROMOJQ I EEHYJELREQUULFDDGUB
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Figure 6-44. Limit cycle from a three-dimensional quadratic ODE

(DIPESXNTJSOUVGHMBJGTEQZ IMLPUWMUY (DIPESXNTJSOUVGHMBJGTEQZ IMLPUWMUY
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Figure 6-46. Limit cycle from a three-dimensional quadratic ODE

QUEURGZHDOESBRQOJUYROHYUMXTKEH QUEURGZHDOESBRQOJUYROHYUMXTKEH

379



Figure 6-47. Limit cycle from a three-dimensional cubic ODE

RSCUKBOZJYRMFXUTRELPCHUEACOFHWFSTPFX . . . RICUKBOZJYRMFXUTRKLPCHUEACOFHUFSTPFX. . .
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Figure 6-48. Limit cycle from a three-dimensional quintic ODE

TFREKCBHSZKGA IBHFDUHBUGRUWWGWXOPMNPBBE . . . TFRECBHSZKGA IBHFDUHBWGRWWGWXOPMNEBEE . . .
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Figure 6-49. Limit cycle from a four-dimensional quadratic ODE

UUJBACFHDEGORAPREYHRDOAGWPWEWGNTXXUH . . . UUJBACFHDEGORAPREYHRDOAGWPWEWGHTXXUH . . .
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Figure 6-50. Limit cycle from a four-dimensional quartic ODE

UNF IDCJHJODNDTY¥MYSOP ICGMDDCQYEODQHCT . . . WNF IDCJHJODNDT¥MYSOP ICGMDDC)YEODQHCI . . .

Asyou examine the figures, note that some of the limit cycles, such as the one
in Figure 6-43, form knots. You cannot straighten them out into circular loops. By
conftrast, Figure 6-47 is unknotted. This knottedness or helicity is an important
topological property of an attractor. Some processes in nature tend to conserve
helicity, just as mechanical energy is conserved in frictionless motion. Thus when
some parameter of the system is changed, the limit cycle may change its size and
shape but in such a way that it always links itself in the same way. An example is a
magnetic field line in a turbulent conducting fluid such as a plasma of electrically
charged particles.

For many of the limit cycles exhibited here, it is very hard to tell whether they
are knotted. Even when they appear to be knotted, it is hard to tell whether two
cases are knotted in the same way. Such patterns might provide a useful psycho-
logical test for one’s spatial acuity because they require both depth perception
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and a mental dexterity to visualize their shape when untangled as much as possible.
See which of the limit cycles in the figures you think are knotted.

6.6 Doughnuts and Coffee Cups

Non-chaotic attractors can be points or lines. They can also be surfaces.
Surfaces are two-dimensional manifolds. Perhaps the simplest set of equations
whose solution is a trajectory that fills a surface is the following:

X' =Y

Y'=-X

L' =aW

W'=-7 (Equation 6J)

You willrecognize the first two equations as the same as Equation 6A that produces
a circle in the XY plane. The second two equations produce an ellipse in the ZW
plane. The two motions are uncoupled (X and Y don't depend onZ or W; Z and W
don’'t depend on X or Y). The parameter a is the square of the angular frequency
of the second motion. If the square root of a is a rational number (a ratio of two
integers) the trajectory is a closed one-dimensional loop in the four-dimensional
embedding space.

If the squareroot of aisirrational, the trajectory fills a two-dimensional toroidal
surface (called a 2-torus). The trajectory winds endlessly around the surface of a
dougnut, never intersecting itself. In such a case we say the frequencies (the
number of fransits per second the long way around and the short way around) are
incommensurate and that the trajectory is quasi-periodic. The sequence never
repeats, but it is not chaotic. It is sometimes difficult to distinguish between quasi-
periodic and chaotic behavior.

A useful tool for distinguishing between a quasi-periodic and a chaotic
attractoris the powerspectrum of the time series, which has sharp peaks at discrete
frequencies for quasi-periodic trajectories but a broad (continuous) spectrum for
chaotic trajectories. The power spectrum contains about half of the information
required to reconstruct the trajectory; the frequency information is present, but the
phase information is lost. Nevertheless, the power spectrum serves as a kind of
fingerprint that is very useful in categorizing attractors.
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The equation setin Equation 6J has the same problems as Equation 6A. They
don’trepresent an attractor because nearly allinitial conditions produce different
tori. Furthermore, the tori produced in this way are structurally unstable, just like the
circles of Equation 6A. These difficulties can be circumvented by using instead an
extension of Equations 6H to produce two uncoupled limit cycles as follows:

X' =Y+ (1-X2-Y2)X
Y =X+ (1-X2-Y2)y
Z=aW+(1-72-w2)z
W=-Z+(1-72-Www (Equation 6K)

A value of a =2 provides an acceptable irrational frequency ratio, because the
square root of 2 cannot be represented as aratio of two integers. The correspond-
ing trajectory can be generated using the code VMNMAMAAM/NMT?LM2-
AMTINMAMA2NMAMZAOMZ8LM2ZAMZNMA. A rotated version of the 2-torus in
which one loop is in the XZ plane and the other is in the YW plane is produced by
the code VMNMAMSAM I3NMZ4NMAMOAMOOMILM3AMZ0NMAM 22 |-
M3AMTTNMA.

Two uncoupled limit cycles lie on a torus that is attractive, but it is not
technically an attractor; it is called an invariant manifold. For an object to be an
attractor, it must not only attract nearby trajectories, but most frajectories on it must
wander all over it, in which case we say the set is fransitive and the orbits are
ergodic. Ergodic orbits produce mixing, which means that an orbit starting from
anywhere on the attractor eventually comes arbitrarily close to every other point
on the attractor. Mixing ensures that an attractor cannot be split into two different
attractors, although the attractor need not be connected. Figure 5-11 shows an
attractor that is not connected. Thus not all attractive tori are attractors, just as not
all attractors are tori.

Tori can be identified in the computer search by a Lyapunov exponent close
to zero and a dimension well above one. It is easy to distinguish them visually from
limit cycles, which also have Lyapunov exponents close to zero but resemble lines
rather than surfaces. A selection of tori projected onto the XY plane is shown in
Figures 6-51 through 6-60.
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Figure 6-51. Torus from a three-dimensional cubic ODE

REZCDUWWLUDEQLWJPPUSKUWVELX I JLUKHFC IUKUNPULVEBWUHRUYHGBOMSLOI F = 3.32 L = H.8H
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Figure 6-52. Torus from Three-Dimensional Cubic ODE

= B.84

£Z.88 L

RXEG(FBYMERYGBWLMX YMXHCHRS TJFUYL IKHX YXUNNFBUKBGFFLSXFPXDHLDHY F
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Figure 6-53. Torus from a four-dimensional quadratic ODE

L = 8.88

1.81

UELMCAPHHLBLURKPASNCUXJUFUAECFEPGUOCUD IUTKRE IEBRUUBRDAJUWUWSX F
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Figure 6-54. Torus from a four-dimensional quadratic ODE

= B.84

1.77 L

UFYUUDOLFOWELO IJEMAC I TSWOGC I TOAPSKIVTYSYODYNYBEH IJKTKPRP IAJRU F
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Figure 6-55. Torus from a four-dimensional quadratic ODE

UHLDVFUIDPXYROEPDTUJCEESBNCCOFCODBE IS IPYHYOAJHHMNCSGCBCTGJHUK F = 2.43 L = H.HH
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Figure 6-56. Torus from a four-dimensional quadratic ODE

UIDVAPPBAWUENH IRQCTPAKCHLGUESFCTLRCPEOSWLGMENYVUHFAEMBNUPHMLG F = 3.38 L = H.BH
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Figure 6-57. Torus from a four-dimensional quadratic ODE

URDN TMUHDUNMWFNX ILJHWBBXSHESX5 YSO0DUUWJSOMU T ITXWHBNDHISHUKJOGUH F = 2.23 L = H.HH
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Figure 6-58. Torus from a four-dimensional quadratic ODE

UWBDELATGLONRRWIMOMA IRVA TWSKPUVUOCH Y (QUOCEDNBNMUHPSGRGSYDHADYS F = 2.23 L = H.HH
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Figure 6-59. Torus from a four-dimensional cubic ODE

L = 8.88

F=2.15

UFFSCILFFJEHLP T IXBMAJLOOIXCAIYHILEGOHADVECJFHRYWXBXOLMNCU . . .
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Figure 6-60. Torus from a four-dimensional quartic ODE
WJUREUQUEHVWQK IVEHANFQCPGOY IGJCQUK IDROQLRFRHPMYDLFSQIOXUS ... F = 2.62 L = B.88

Most of the attractors shown in the figures look like tori in the sense that you
cansee orimagine the hole in the doughnut. However, itisimportant to understand
that, just as not all limit cycles are circles, not all 2-tori look like doughnuts. They are
topologically equivalent in the sense that there is a "rubber-sheet" deformation
(called a homeomorphism) that maps them into a doughnut. A coffee cup, for
example, is topologically equivalent to a doughnut as long as the handle is
unbroken.

Those cases that are not obviously equivalent to a simple torus are distorted
by the fact that they are viewed projected onto the XY plane or because they are
rotated at an awkward angle. Also note that most of these tori are embedded in
afour-dimensional space, soitis even more difficult to grasp their shape from a two-
dimensional projection. You might want to display them using some of the ad-
vanced visualization techniques provided by the program.
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It is possible, though difficult, to produce a 3-torus in a four-dimensional
embedding space. A 3-torus is a generalization of a 2-torus. It is hard to visualize. It
involves three mutually incommensurate frequencies. It is characterized by a
dimension of three and alargest Lyapunov exponent of zero. Some of the attractors
in the figures seem to be 3-tori according to their calculated dimension. However,
the calculationis not sufficiently precise to distinguish unambiguously between a 2-
torus and a 3-torus. It is necessary to search embedding dimensions greater than
four to have a good chance of finding 3-tori.

Dynamical systems whose trajectories lie on a 3-torus or other hypertori of
even higher dimensions are difficult to observe in nature. The reason is that such
attractors can be perturbed by an arbitrarily small change to the system that
causesthemtobecome strange attractors. According to Peixoto’s theorem (which
strictly applies only to compact, orientable manifolds), 2-tori tend to be structurally
stable, while 3-tori and higher are structurally unstable. Thus it appears that
complicated deterministic systems that exhibit nontrivial behavior are well repre-
sented by the strange attractors that constitute the subject of this book.
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Chapter 7

Further Fascinating Functions

For a system of equations to exhibit chaos, the equations must contain at
least one nonlinear term, thatis, a term that is not simply proportional to one of the
variables. In all the preceding examples, the nonlinearity involved simple polynomi-
als. Such polynomials are capable of modeling an enormous variety of physical
phenomena. Virtually all nonlinear functions can be approximated by polynomials
with sufficiently many terms. However, by limiting the polynomials to fifth order, we
have missed many interesting possibilities. In this chapter we examine afew of these
possibilities and suggest others that you might want to explore on your own.

7.1 Steps and Tents

Perhaps the simplest nonlinear function is the absolute value, which is
denoted by |X| and programmed in BASIC with the command ABS(X). The
absolute value of X is the magnitude of X without regard to its sign. For example, if
Xis -6 then | X| is 6. It is a nonlinear function because a graph of | X| versus X'is a
V-shaped curve with its notch at the origin rather than a straight line as would result
if |X| were proportional to X. By adding linear terms, the V can be rotated to
resemble an L or a staircase step. Computers can evaluate ABS(X) very quickly,
since they only need to discard the sign.

An example of a one-dimensional chaotic map thatinvolves | X | is the tent
map, so called becauseits graphisaninverted V. A tent map that maps the interval
-1 to 1 back onto itself is

Xn+1 =1-2|Xu| (Equation 7A)

The behavior of Equation 7A is very similar to the behavior of the logistic equation
(Equation 1C) with R = 4, which maps the interval 0 to 1 back onto itself. A mapping
that returns a set onto itself is called an endomorphism.

Since one-dimensional maps tend not to be very interesting visually, we can
generalize Equation 7A to two dimensions as follows:

Xn+1 = Q1 + QX +a3¥n + ag | Xn| +a5] ¥y
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Ynh+1 = Qg+ a7Xy +ag¥p + Qg | X | + a1 Yy | (Equation 7B)

This form is analogous to the general two-dimensional quadratic map in Equation
3B.

To make things a little more interesting, we can add two more dimensions (Z
and W) to take advantage of the visualization techniques that we have previously
developed. However, to keep things simple, we will demand that X and Y not
depend on Z or W. They are just along for the ride, so to speak. The dynamical
behavioris determined only by X and Y. We can choose any convenient equation
for Z and for W. One possibility is to evaluate Z from X and Y according to

In+1 = Xn2 + Yn2 (Equation 7C)

Thus Zis the square of the distance of the previous iterate from the origin. You might
want fo experiment with other forms.

For the fourth dimension (W), we will do something completely different. We

willarrange for Wto increase linearly with the iteration number. Thus W becomes the
time coordinate in four-dimensional space-time.

The program modifications required to extend the computer search to such
cases are shown in PROG22. Codes for this case begin with the letter Y.

PROG22. Changes required in PROG21 to search for special functions of the Y type

1000 REM SPECI AL FUNCTI ON SEARCH (St eps and Tents)

1090 ODE% = 2 'Systemis special function Y
1710 I F ODE% > 1 THEN GOSUB 6200: GOTO 2020 " Speci al function
2670 IF ODE% > 1 THEN CODE$ = CHR$(87 + ODE%

3650 |F ODE% > 1 THEN D% = ODE% + 5
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3680 |IF @ ="D'" THEN D% =1+ (D%MD 7): T%=1

3690 |F D% > 6 THEN ODE% = D% - 5: D% = 4: GOTO 3710

4290 | F ODE% > 1 THEN PRI NT TAB(27); "D:. Systemis 4-D special map "; CHR$(87
+ ODE%; " ": QGOTO 4320

4720 | F D% > 6 THEN ODE% = ASC(LEFT$(CODES$, 1)) - 87: D% = 4: GOSUB 6200: GOTO
4770

6200 REM Speci al function definitions

6210 ZNEW= X * X + Y * Y "Default 3rd and 4th di nension

6220 WNEW = (N - 100) / 900: IF N > 1000 THEN WNEW = (N - 1000) / (NMVAX - 1000)
6230 | F ODE% <> 2 THEN GOTO 6270

6240 Mo = 10

6250 XNEW = A(1) + A(2) * X + A(3) * Y + A(4) * ABS(X) + A(5) * ABS(Y)
6260 YNEW = A(6) + A(7) * X + A(8) * Y + A(9) * ABS(X) + A(10) * ABS(Y)

6270 RETURN

Examples of attractors produced by PROG22 are shown in Figures 7-1 through
7-8. They are displayed as projections onto the XY plane to let you observe the
higher dimensional representations for the first time on your computer screen. Note
that these attractors differ from the cases produced by polynomials in that they
tend to have sharp angular corners. The one in Figure 7-3 is not an attractor but is
an example of an area-preserving system sometimes called the gingerbread man
because of its shape.
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Figure 7-1. Four-dimensional special map Y

YBTDNPHIJTI F=1.38 L = 8.88
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Figure 7-2. Four-dimensional special map Y

YCHTPNOBAEBB
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Figure 7-3. Four-dimensional special map Y (gingerbread man)

YCMCCMMUMMM F=1.43 L =8.11
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Figure 7-4. Four-dimensional special map Y

YDGPCXGXTIW F=1.71 L =8.15
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Figure 7-5. Four-dimensional special map Y

YEKXILOORENP
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Figure 7-6. Four-dimensional special map Y

YOBLSVULUCH F=1.41 L =8.19
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Figure 7-7. Four-dimensional special map Y

YPSRTGNDEND F=1.74 L =8.32
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Figure 7-8. Four-dimensional special map Y

YYE(QLKXBMXr F=1.64 L =8.25
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7.2 ANDs and ORs

A very different type of nonlinear map can be produced using logical
(Boolean) operations to manipulate the individual bits of the binary numbers that
represent the variables. This is best done afterrounding the variables to the nearest
integer using the BASIC CINT function. As a variation, you could use the FIX or INT
function, both of which truncate rather than round. Most versions of BASIC auto-
matically apply the CINT function before performing logical operations on numbers
that are notintegers. The conversion of anonintegerto anintegerisitself anonlinear
operation, because the graph of CINT(X) versus X resembles a staircase.

The basic logical operators are AND and OR. If you are not sure what these
operations mean, your BASIC manual is a good reference. The operation X AND Y
produces a new number whose bits are 1 if the corresponding bits of X and Y are
both 1, and 0 otherwise. The operation X OR Y produces a new number whose bits
are 1 if either (or both) of the corresponding bits of X or Y are 1, and 0 otherwise. This
is also called the inclusive OR to distinguish it from the exclusive OR (XOR), which
produces a number whose bits are 1 if either (but not both) of the corresponding
bits of X or Y are 1, and 0 otherwise.

The following is a general two-dimensional system of equations that includes
the AND and OR operators:

Xn+1 = Q1+ agXp + az¥p + agXp AND a5Yp + dgXp OR a7Yp,

Yn+1 = Ag + agXp +a10¥n + a1 71Xy AND G12Yn + a13Xn OR a4 Ypy

(Equation 7D)

The third and fourth dimensions are determined in the same way as in the previous
section.

The program modifications required to extend the computer search to such
cases are shown in PROG23. Codes for this case begin with the letter Z.

PROG23. Changes required in PROG22 to search for special functions of the Z type
1000 REM SPECI AL FUNCTI ON SEARCH ( ANDs and ORs)

1090 ODE% = 3 'Systemis special function Z

408



3680 IF @ = "D'" THEN D% =1 + (D% MDD 8): T%=1

6270 I F ODE% <> 3 THEN GOTO 6310

6280 Mo = 14

6290  XNEW= A(1) + A(2) * X + A(3) * Y + (CINT(A(4) * X) AND CI NT(A(5) * Y))
+ (CINT(A(B) * X) OR CINT(A(7) * V))

6300  YNEW= A(8) + A(9) * X + A(10) * Y + (CINT(A(11) * X) AND CI NT(A(12) *
Y)) + (CINT(A(13) * X) OR CINT(A(14) * Y))

6310 RETURN

Examples of attractors produced by PROG23 are shown in Figures 7-9 through
7-16. Most of the attractors produced in this way have a streaked or checkered
appearance, arising presumably from rounding the variables to integers before
performing the logical operations. The ones shown in the figures tend to be the
exceptions.
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Figure 7-9. Four-dimensional special map Z

ZHXMLJJRI)EDNFRB F=1.44 L =8.14
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Figure 7-10. Four-dimensional special map Z

ZIDYKMPGD IGTLS0 F=1.5% L =8.81
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Figure 7-11. Four-dimensional special map Z

ZME(GDPOPAFRAES F=2.12 L =8.83
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Figure 7-12. Four-dimensional special map Z

20CYAXYFJKEBRPH F=2.13 L =8.83
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Figure 7-13. Four-dimensional special map Z

Z0FFLRTEFSDFPEP F=16Z L = 8.84
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Figure 7-14. Four-dimensional special map Z

ZTXNODBPWLDUENN F=1.91 L =8.13
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Figure 7-15. Four-dimensional special map Z

ZUP TKEHLBASHMXF F=1.48 L =8.81
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Figure 7-16. Four-dimensional special map Z

ZXUMEEGHX INYEM F=1.44 L = H.83
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7.3 Roots and Powers

Polynomial maps involve powers of the variables that are small positive
integers, such as the square (2) and the cube (3). Polynomials exclude such
nonlinearities as the square root or the reciprocal of the variables. Roots and powers
are mathematically equivalent except for the value of the exponent. The square
root of X can be written as X0-9, and the reciprocal of X can be written as 1/X or as
xToitis interesting to examine strange attractors that involve fractional and
negative powers.

The following is a general two-dimensional system of equations that involves
arbitrary powers:

Kn+1 = Qa1 +0Xp +a3Yn + g [Xn a5+ aglYnlaz
Yn+1 = Ag + agXy +a1g¥n + a1 [ Xplaj2 + 0131 ¥nlary
(Equation 7E)
The absolute values are needed because BASIC cannot take aroot of a negative
number. The result would have an imaginary component. Note that if all the
exponents happen to be +1, Equation 7Eis equivalent to Equation 7B. The third and
fourth dimensions are determined in the same way as in Section 7.1.

The program modifications required to extend the computer search to such
cases are shown in PROG24. Since we have exhausted the capital letter codes, we
must invent some new ones. We will continue using the standard ASCII characters
beyond Z, as shown in Table 2-1. Thus the codes for this case begin with the left
bracket ([), which is ASCII 91.

PROG24. Changes required in PROG23 to search for special functions of the [ type
1000 REM SPECI AL FUNCTI ON SEARCH (Roots and Powers)

1090 ODE% = 4 'Systemis special function [

3680 |IF @ ="D'" THEN D% =1 + (D% MDD 9): T%=1

6310 I F ODE% <> 4 THEN GOTO 6350
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6320 Mo = 14

6330  XNEW= A(1) + A(2) * X + A(3) * Y + A(4) * ABS(X) ~ A(5) + A(6) * ABS(Y)
NAT)

6340 YNEW= A(8) + A(9) * X + A(10) * Y + A(11) * ABS(X) "~ A(12) + A(13) * ABS(Y)
A A(14)

6350 RETURN

Examples of attractors produced by PROG24 are shown in Figures 7-17
through 7-24. These attractors are localized mostly to a smallregion of the XY plane
with tentacles that stretch out to large distances. If any of the exponents are
negative and the attractor intersects the line along which the respective variable
is zero, a point on the line maps to infinity. However, large values are visited
infrequently by the orbit, so many iterations are required to determine that the orbit
is unbounded. For this reason most of the attractors in the figures have holes in their
interiors where their orbits are precluded from coming too close to their origins (X =
Y =0).
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Figure 7-17. Four-dimensional special map [

[ADXWOPTELDGTHI F = L =8.17
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Figure 7-18. Four-dimensional special map [

[BLWBPPFGISPNVUL F=2.36 L =8.47
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Figure 7-19. Four-dimensional special map [

[CBJGRMDUWF YXPI F=8.98 L =8.24

. - A . B :'. :
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Figure 7-20. Four-dimensional special map [

[EQBERGLHUWJIGJAJ
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Figure 7-21. Four-dimensional special map [

[LDTQTTLAKDRIEN F=8.61 L =8.37

- . .
Y it L -

e oty 1 LA A

424



Figure 7-22. Four-dimensional special map [

L = 8.87

F =8.97

[TTRFUUTJUWAJXS
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Figure 7-23. Four-dimensional special map [

[TTOLLROXHSWIUS F=1.31 L =8.88
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Figure 7-24. Four-dimensional special map [

[WJSFLSKWACFUHI F=1.58 L = 8.84

BB .

You may become frustrated seeing a beautiful attractor develop for thou-
sands of iterations and then having the orbit escape. Such behavioris called a crisis
or fransient chaos, not to be confused with a catastrophe. For example, the logistic
equation with R slightly greater than 4.0 is chaotic for many iterations until aniterate
happens to exceed 1.0, whereupon the orbit abruptly moves off toward infinity. By
conftrast, a catastrophe occurs when the solution undergoes a qualitative change
at some critical value of a control parameter.

Related to a crisis is another phenomenon called infermittency. At certain
values of the control parameters, a system exhibits periodic behavior for many
cycles and then suddenly becomes chaotic for a while before settling back into
periodic behavior. Classic examples of intermittency occurin the logistic equation
at about R = 3.82812 and in the Lorenz equations at about r = 166.2. Intermittency
has been observed in many natural systems, and it is a bane to those who fry to
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make predictions. Itis possible that the solar system is intermittently chaotic or even
that a crisis can occur leading to a complete loss of its stability, perhaps precipi-
tated by a rare conjunction of a planet with a large asteroid or comet.

Those solutions of Equation 7E that remain bounded tend to have a wispy
appearance and to go beyond the frame of the figure because of the occasional
large excursions. Artistically, this feature gives the attractors a sense of being
connected to the surrounding world rather than being isolated objects suspended
in a void. If you frame these cases, a surrounding mat is desirable to provide the
illusion that they are being viewed through a window.

7.4 Sines and Cosines

Two of the most common nonlinear functions are the sine and its comple-
ment, the cosine. The sine and cosine can be approximated by polynomials as
follows:

sin X = X - X3/6 + X5 /120 - X/ /5040 + ...

cos X =1-X2/2 + X4/24 - X6/720 + ... (Equation 7F)
When the argument X is small, the approximations are very accurate using only a
few terms in the expansion. The denominator of each term is the factorial of the
exponent of that term. For example, the factorial of five (written 5!) is equal to 5 x
4x3x2x1=120.When Xislarge, many terms are required. In such a case, we would
expect to observe dynamics different from those produced by the fifth-order
polynomials previously examined.

A general two-dimensional system of equations whose nonlinearity is re-
stricted to the sine function is the following:

Xp+1 = a1 + aoXp + a3Y, + agsin(agX, + ag) + azsin(agYp, + ao)

Yn+1 = a0t a11Xp +a1Yn + apasin(ay Xy + ay5) + ajgsin(ay7¥n + apg)

(Equation 7G)

It is not necessary fo consider the cosine separately; the phase terms (ag, g, a5,
and a;g) have the same effect because cos X is equal to sin(X + p/2). The third and
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fourth dimensions are determined in the same way as in Section 7.1.

The program modifications required to extend the computer search to such
cases are shown in PROG25. These cases are coded with the backslash (\), which
is ASCII 92.

PROG25 Changes Required in PROG24 to Search for Special Functions of the \ Type
1000 REM SPECI AL FUNCTI ON SEARCH ( Si nes and Cosi nes)

1090 ODE% = 5 'Systemis special function \

3680 |F @ = "D'" THEN D% =1 + (D% MOD 10): T% =1

6350 | F ODE% <> 5 THEN GOTO 6390
6360 Mo = 18

6370  XNEW= A(1) + A(2) * X + A(3) * Y + A(4) * SIN(A(5) * X + A(6)) + A(7)
* SIN(A(8) * Y + A(9))

6380  YNEW= A(10) + A(11) * X + A(12) * Y + A(13) * SIN(A(14) * X + A(15)) +
A(16) * SIN(A(17) * Y + A(18))

6390 RETURN

Examples of attractors produced by PROG25 are shown in Figures 7-25
through 7-32.
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Figure 7-25. Four-dimensional special map \

SCDYVUGH YVUBQOBMUED F=154 L =8.32
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Figure 7-26. Four-dimensional special map \

SGHEBADGTAYVMK IBSLG F=1.55 L =8.15
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Figure 7-27. Four-dimensional special map \

“HPBAJUUNAHSWRIWEXH F=1.64 L =8.16

432



Figure 7-28. Four-dimensional special map \

SJEUALUVCWEBLEXYCAUH F=1.64 L =8.31
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Figure 7-29. Four-dimensional special map \

SR YUANROUUDEJOSTRU F=1.53 L =8.89

434



Figure 7-30. Four-dimensional special map \

L

F =8.7

STXBGOYYMUONUYGMBXX

= B.25
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Figure 7-31. Four-dimensional special map \

SUMLPFJYE IWSRAADSKN F=1.49 L =8.18
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Figure 7-32. Four-dimensional special map \

“WJPOONBLHLADVDUCCR F=16Z L =8.2H
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7.5 Webs and Wreaths

In this section, we consider a special type of map that involves sines and
cosines. The solutions are chaotic, but they are not attractors. The systems they
describe are Hamiltonian. Such Hamiltonian systems obey the Liouville theorem,
which states that the phase-space volume occupied by aset of pointsis conserved
as the system evolvesin time. Thus the orbit eventually returns arbitrarily close to any
initial condition. Contrast this to dissipative systems in which the phase-space
volume decreasesintime, eventually collapsing allinitial conditions within the basin
of attraction onto the attractor. In dissipative systems, the basin of aftraction is
usually much larger than the attractor. The equations are as follows:

Xn+1 = 100y + [Xp, + agsin(agzYy, + ay)]cos _ + Y sin _
Yn+1 = 1005 - [Xy + agsin(azYy, + ay)lsin _+ Y, cos _ (Equation 7H)

where a =2p / (13 + 10ag). The third and fourth dimensions are determined in the
same way as in Section 7.1.

The special form of Equation 7H guarantees that the solution is not only area-
preserving but also has circular symmetry. Furthermore, an inherent periodicity
arises from the fact that a is 2p divided by an integer that ranges from 1 to 25. The
periodicityisindicated by the last letter of the code (ag): A for period-1, B for period-
2, and so forth. Because of the circular symmetry and infinite extent, it is interesting
to project these cases onto a sphere using the P command.

The program modifications required to extend the computer search to such
cases are showninPROG2é6.These cases are coded with theright bracket (] ), which
is ASCII 93.

PROG26. Changes required in PROG25 to search for special functions of the ] type
1000 REM SPECI AL FUNCTI ON SEARCH (Webs and W eat hs)
1090 ODE% = 6 'Systemis special function ]

1150 TWORI

6.28318530717959# ' A useful constant (2 pi)

3680 IF &

"D' THEN D% = 1 + (D% MOD 11): T% =1
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6390 | F ODE% <> 6 THEN GOTO 6450

6400 Mh= 6

6410 IFN<2 THENAL = TWOPl / (13 + 10 * A(6)): SINAL = SIN(AL): COSAL = COS(AL)
6420 DUM= X + A(2) * SIN(A(3) * Y + A(4))

6430  XNEW= 10 * A(1l) + DUM* COSAL + Y * SINAL

6440  YNEW= 10 * A(5) - DUM* SINAL + Y * COSAL

6450 RETURN

Asyouwatchthe patternsdevelop, you cansee the orbit wander throughout
the XY plane along a network of channels. The network is infinite in extent and is
called astochastic web. The global wandering is evidence of minimal chaos, and
it causes the orbit eventually to leave the boundary of the computer screen. If you
interrupt the calculation at some point, the resulting structure resembles a wreath
or a snowflake. The infinite structure is a tiling, but its symmetry is slightly spoiled by
the finite thickness of the web. This breaking of the symmetry eliminates the
monotony and contributes to the aesthetic appeal of the patterns.

The slow wandering of the orbit throughout the web is an example of Arnol’d
diffusion, which is named after the Russian mathematician Viadimir Arnol’d. Nor-
mally we associate diffusion with a random process in which, for example, the
molecules of a gas move slowly from one region to another by countless collisions
with other molecules. The presence of diffusion in such simple deterministic systems
has many practical consequences such as providing a means for heating a gas of
electrically charged particles (a plasma) inamagnetic field using electromagnetic
Waves.

These stochastic webs contain circular chains of islands, or beads on a
necklace, if you prefer a different analogy, whose interiors contain periodic orbits.
Surrounding the islands is a stochastic sea in which the orbits are chaotic and
connected to all other points in the sea. You will also note that the Lyapunov
exponents are small. Since the orbits diffuse slowly in the sea, nearby orbits remain
close together for many iterations. For a similar reason, the calculated fractal
dimensionis lower than it should be. Recall that the dimension calculation is based
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on the previous 500 iterates, whose values tend to be nearly equal in this case.

Examples of stochastic webs produced by PROG26 are shown in Figures 7-33
through 7-40. Because of the slow diffusion of the orbit, these cases provide a good
opportunity to exhibit the fime variation with colors as shownin Plates 31 and 32. You
may want to try different values of NMAX% in line 1050 to conftrol the rate at which
the colors change. Web maps provide a perfect illustration of how chaos and
determinism coexist. The underlying symmetry of the equations is evident in the
figures, but the orbit exhibits apparently random motion within the chaotic region.

Figure 7-33. Four-dimensional web map (period-4)

IDBYHUD F=8.91 L =8.14
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Figure 7-34. Four-dimensional web map (period-13)
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Figure 7-35. Four-dimensional web map (period-5)

JICUEBE F=1.88 L = 8.84
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Figure 7-36. Four-dimensional web map (period-12)

JRUTEEL F=1.83 L =8.8
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Figure 7-37. Four-dimensional web map (period-12)

IPFXOTL F=8.98 L =-8.84
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Figure 7-38. Four-dimensional web map (period-7)

IPHXUEG 1.

L.
e, .
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Figure 7-39. Four-dimensional web map (period-23)

15RBOSH F=8.98 L =8.8
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Figure 7-40. Four-dimensional web map (period-9)

IXEUOI1 F=1.86 L = H.83
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7.6 Swings and Springs

All the previous examples of maps and differential equations in this book
share the property that the right-hand sides of the equations are independent of
the iteration number (N) or time (t). Such equations are called autonomous. For a
given set of initial conditions, they produce the same solution for whatever time or
iteration number they are started.

Some important physical processes are most conveniently expressed by
nonautonomous equations. An example is a driven (forced), damped, linear,
harmonic oscillator, which is described by the following equations:

X' =Y
Y'=-X-bY+ Asin_t (Equation 71)

In Equation 71, b is the damping constant (friction), A is the amplitude of the drive
(forcing) function, and wis the angular frequency (radians per second) of the drive.
The friction force is assumed to be proportional and opposite to the velocity (-Y),
although other forms give qualitatively similar results. This type of friction is called
linear damping.

The usual trick for dealing with nonautonomous equations is to infroduce an
additional variable (say Z) and rewrite Equation 71, for example, as

Y'=-X-bY+AsinZ

l'=_ (Equation 7J)
Equation7J contains a nonlinearity (sinZ), butit does nothave chaotic solutions. The
solution (for positive b) is alimit cycle with frequency w. The limit cycle islargest when
the damping is small (b positive but much less than 1) and wis 1, corresponding to
resonance.

To obtain interesting chaotic solutions, we need additional nonlinear terms.
We willrestrict these nonlinearities to odd polynomials (X, x3, X2y, and so forth)inthe
Y’ equation to preserve the symmetry of the oscillation. A general form with odd
polynomials up to third order is as follows:
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X'=ayY
Y' = agX + azX3 + agX2Y + asXY2 + agY + a7Y3 + agsin Z

I'=09+1.3 (Equation 7K)

If the product ajas is negative, these equations represent the motion of a mass
oscillating on a nonlinear spring or a pendulum swinging through alarge angle (but
not going over the top). If az/ay is positive, the spring gefs stiffer when stretched or
compressed (hard spring). If az/ay is negative, the spring gets weaker when
stretched or compressed (soft spring). If az/ay is -1/6, the solution approximates a
vigorously swinging pendulum. If the product ajay is positive and az/ag isnegative,
the system models a buckled beam andis called the Duffing two-well oscillator. The
final combination (ajay and agz/ap both positive) is unstable and has an un-
bounded solution.

In Equation 7K, we can exploit the fact that Z enters only through the term sin
Z; thusitis periodic with period 2p. Whenever Z exceeds 2p, we can subtract 2p from
it without changing the result. This trick keeps Z bounded in the range 0 to 2p rather
than letting it march off to infinity as it would otherwise do. The Z-coordinate then
becomes the phase angle of the drive function. Note that the MOD functionin most
versions of BASIC works correctly only on integer variables, so it should not be used
forthe above purpose.The +1.3termin the Zequation ensures that the phase angle
alwaysincreases in fime for-1.2 £ ag £ 1.2. The fourth variable (W) is proportional to
time as in the previous examples.

The program modifications required to extend the computer search to such

cases are shown in PROG27. These cases are coded with the circumflex (*), which
is ASCII 94.

PROG27. Changes required in PROG26 to search for special functions of the A type
1000 REM SPECI AL FUNCTI ON SEARCH (Swi ngs and Spri ngs)

1090 ODE% = 7 'Systemis special function "

3050 IF ODE% =1 OR CDE% =7 THEN L = L / EPS
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3680 IF @ = "D'" THEN D% =1 + (D% MOD 12): T% =1

6450 | F ODE% <> 7 THEN GOTO 6500
6460 Mb= 9
6470 XNEW = X + EPS * A(1) * Y

6480  YNEW= Y + EPS * (A(2) * X+ A(3) * X * X* X+ A(4) * X* X* Y + A5)
XYY R Y+ AB) FY+AT)FYFY* Y+ A8 *SINZ)

6490 ZNEW= Z + EPS * (A(9) + 1.3): |IF ZNEW> TWOPI THEN ZNEW = ZNEW - TWOPI

6500 RETURN

Examples of attractors produced by PROG27 are shown in Figures 7-41
through 7-48. These cases are displayed as slices that show the orbit at 16 different
drive phases. As you scan across them left to right and top to bottom, you can see
the stretching and folding that are characteristics of strange attractors and that
account for their fractal microstructure and for the sensitivity to initial conditions.
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Figure 7-41. Slices of a four-dimensional special map A

“GHXTOKLXT F=2.59 L =8.25
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Figure 7-42. Slices of a four-dimensional special map A

“USFFNSLIK F=2.3¢7 L =8.16
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Figure 7-43. Slices of a four-dimensional special map A

“WQEODHNPH
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Figure 7-44. Slices of a four-dimensional special map A

“XXDJQPIOL F=2.18 L =8.16
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Figure 7-45. Slices of a four-dimensional special map A

“YTEODIMIF F=2.68 L =8.19
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Figure 7-46. Slices of a four-dimensional special map A

“YUFQFFLTC F=2.69 L =8.15
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Figure 7-47. Slices of a four-dimensional special map A

“¥XBHQPEIC

|
1

1.4 L = 8.8
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Figure 7-48. Slices of a four-dimensional special map A

“¥XEHASJJV F=2.32 L =8.34

These cases provide an ideal opportunity to animate the third dimension
(drive phase). If you have not fanned through the figures in the upper-right-hand
corner of the odd pages of the book, do so now. Be sure to fan in the forward
direction (low to high page numbers). These figures were produced using 64 phase
slices of the attractor *"VYGIBPI JNwith 10 million iterations.

You can see several cycles of stretching and folding. Note that there are
three diagonal bands that run from the lower left to the upperright of the attractor.
The three bands are stretched and compressed into a single band, while two
additional bands enter first from the upper left and then from the lower right. Thus
one of the three bands consists of three smaller bands, one of which consists of three
even smaller bands, and so forth. Such an infinitely layered band is called a thick
line or a Cantor one-manifold. Viewed in three dimensions, the thick line would
appear as a thick surface or a Cantor two-manifold. There is perhaps no clearer
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illustration anywhere in this book of the way strange attractors are formed and
acquire their fractal microstructure.

7.7 Roll Your Own

Perhaps this is a good place to leave you with this brief taste of the immense
variety of nonlinear functions and equations, nearly all of which admit strange
attractors that can be identified and examined using the technique described in
this book. The possibilities are limited only by your imagination, and you can be
assured that nearly every strange attractor that you discover has never been seen
before. There surely exist classes of objects yet to be discovered that are of
mathematical and artistic interest.

If you decide to pursue such an exploration, you might start with some of the
other nonlinear functions and operators that are built into the BASIC language.
Table 7-1 lists a number of interesting possibilities. They are divided into mathemati-
cal functions, which should be independent of the machine or programming
language; machine functions, which are dependent on the machine orlanguage;
nonlinear operators, which are supported by nearly all versions of BASIC; and
advanced functions, which are supported by VisualBASIC for MS-DOS. You may use
them in combinations to invent complicated forms that belong to you alone!

Table 7-1. Nonlinear functions and operators supported by most versions of BASIC

Mat hemat i cal Machi ne Nonl i near Advanced
Functi ons Functi ons Qperators Functi ons
ABS FRE A DAY

ATN I NP * HOUR

CI NT PEEK / M NUTE
CCs PLAY \ MONTH
EXP PO NT MOD NOW

FI X RND NOT @BCALOR
I NT TI MER AND RGB

LOG oR SECOND
SGN XOR WEEKDAY
SIN EQV YEAR
SR | MP

TAN
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Chapter 8

Epilogue

It would be an injustice to leave you with the impression that the main use of
the ideas in this book is to make pretty pictures. This final chapter describes some of
the scientific applications of the method used to generate this large collection of
strange attractors. It also suggests some additional explorations you might want to
undertake as an extension of both the scientific and artistic aspects of the work
described in this book.

8.1 How Common is Chaos?

Forhundreds of years, scientists have used equations like those in the previous
chapters to describe nature. It is remarkable that almost no one recognized the
chaotic solutions to those equations until the last few decades of the 20th century.
Now researchers in many disciplines are beginning to see chaos under every rock.
It is reasonable to wonder whether chaos is the rule or the exception.

Suppose we had a system of equations of sufficient complexity and with
sufficiently many coefficients that it could be used to model most natural processes.
We could then attempt to quantify the occurrence of chaosin these equations and
draw an inference about the occurrence of chaos in nature. The equations in the
previous chapters, especially those involving polynomials of high dimension and
high order, might approximate such a system.

As asimple but very unrealistic example, suppose that all of nature could be
modeled by the logistic equation (Equation 1C). This equation has a single param-
eter R that controls the character of the solution. If R is greater than 4 or less than -
2, the solutions are unbounded, which means that this equation cannot model a
physical process under those conditions. Essentially all physical processes are
bounded, except perhaps the trajectory of a spacecraft launched with sufficient
velocity to escape the galaxy. In the physically realistic range of R, there is a band
of chaos between about 3.5 and 4, as shown in Figure 1-2 and another identical
band between about -1.5 and -2. Careful analysis shows that chaos occurs over
about 13% of the range of R from -2 to 4.

Since the logistic equation is too simple a model for almost everything, we
should examine more complicated models. The HEnon map (Equation 3A) is a two-
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dimensional generalization of the logistic map. It has two control parameters, which
normally are a =-1.4 and b =0.3. With b =0, the HEnon map reduces to the logistic
map.

As with the logistic map, the HEnon map has unbounded solutions, chaotic
solutions, and bounded nonchaotic solutions, depending on the values of a and b.
The bounded nonchaotic solutions may be either fixed points or periodic limit
cycles. Figure 8-1 shows a region of the ab plane with the four classes of solutions
indicated by different shades of gray. The bounded solutions constitute an island
in the ab plane. On the northwest shore of this island is a chaotic beach, which
occupies about 6% of the area of the island. The chaotic beach has many small
embedded periodic ponds. The boundary between the chaotic and the periodic
regions is itself a fractal.

Figure 8-1. Regions of solutions for the HEnon map in the ab plane

2 I I I I

Unbounded Solutions

Fixed Point Solutions

461



The logistic map is chaotic over 13% of its bounded range, and the Hénon
map is chaotic over 6% of its bounded range. This result is counterintuitive because
it suggests that more complicated (two-dimensional) systems are in some sense less
chaotic than simpler (one-dimensional) systems. Is this a general result, or is it
peculiar to these two maps2e One way to decide is to examine a wider selection of
equations, such as the ones used to produce the attractors exhibited throughout
this book.

In collecting attractors, we have been discarding interesting information—
the number of bounded nonchaotic solutions for each chaotic case that the
program finds. Discarding datais offensive to scientists, since experiments are often
performed with great effort and at considerable expense. The annals of science
areripe with examples ofimportant discoveries that could have been made sooner
or by others if only the right data had been recorded and analyzed.

Table 8-1 shows the results from 30,000 chaotic cases (1000 for each of the 30
types) as identified by the program. This table includes over 400 million cases, of
which about 1 million are bounded. Of allthe bounded solutions, 2.8% were chaotic
according to the criterion described in Section 2.4. The polynomial maps all exhibit
a similar occurrence of chaotic solutions. The same is true of ordinary differential
equations (ODEs), but the percentage is smaller. The reason for this behavior is not
understood.

Table 8-1. Summary of data from 30,000 chaotic cases

Code D O Type Chaotic Average F Average L
A 1 2 Map 3.34% 0.81+0.15 0.53+0.42
B 1 3 Map 5.09% 0.80+0.14 0.50+0.40
C 1 4 Map 8.09% 0.82+0.12 0.52+0.20
D 1 5 Map 7.94% 0.80+0.14 0.51£0.21
E 2 2 Map 7.58% 1.20£0.32 0.27£0.16
F 2 3 Map 7.08% 1.19+0.33 0.27£0.15
G 2 4 Map 6.40% 1.16+0.32 0.27£0.15
H 2 5 Map 5.79% 1.19+0.30 0.28+0.16
| 3 2 Map 6.68% 1.50£0.40 0.16+0.10
J 3 3 Map 5.89% 1.45%+0.39 0.15+0.09
K 3 4 Map 5.08% 1.45+0.41 0.15+0.09
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Code D O Type Chaotic Average F Average L
L 3 5 Map 4.68% 1.43%0.39 0.14+0.09
M 4 2 Map 4.99% 1.64+0.47 0.10£0.06
N 4 3 Map 4.78% 1.59+0.46 0.09+0.06
@) 4 4 Map 5.32% 1.61+0.45 0.09+0.06
P 4 5 Map 5.04% 1.62+0.47 0.10+0.06
Q 3 2 ODE 0.55% 1.28+0.41 0.21£0.33
R 3 3 ODE 1.33% 1.31£0.40 0.73+0.76
S 3 4 ODE 1.23% 1.35%£0.40 1.05+0.98
T 3 5 ODE 1.63% 1.38+0.41 1.23+1.16
U 4 2 ODE 1.34% 1.43+0.43 0.16+0.23
\ 4 3 ODE 1.84% 1.43+0.43 0.40+0.48
W 4 4 ODE 1.84% 1.46+0.45 0.54+0.62
X 4 5 ODE 1.96% 1.44+0.44 0.66+0.76
Y 4 Special 16.28% 1.37+0.56 0.26+0.26
Z 4 Special 23.19% 1.03+0.44 0.28+0.44
[ 4 Special 16.00% 0.63+0.65 0.42+0.23
4 Special 1.61% 1.10£0.28 0.16+0.10
] 4 Special 19.80% 1.02+0.16 0.06+0.04
A 4 Special 1.91% 1.80+0.49 0.39+£1.03

These results should not be taken too literally because the coefficients have
been limited to the range -1.2 to 1.2, the ODEs have not been solved very
accurately, and many cases are ambiguous. Chaotic solutions tend to occur at
large values of the coefficients where most of the solutions are unbounded. A more
careful evaluation, which corrects these difficulties and includes about 35,000
strange attractors but limited to fewer types, shows that the probability that a
bounded solution is chaotic for an iterated polynomial map of dimension D and
order O is given approximately by

P=0.349 D167 00.28 (Equation 8A)

Similarly, the probability that a bounded solution is chaotic for a polynomial ODE of
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dimension D and order O is given approximately by
P =0.0003 D2 00- (Equation 8B)

Maps appear to become less chaotic as they become more complicated (larger
D and O), whereas ODEs become more chaotic.

To assess how common chaos is in nature, we must address the more
complicated and subjectiveissue of whether the equations we have examined are
arepresentative sample of the equations that describe natural processes. Further-
more, we cannot assume a priori that nature selects the coefficients of the
equations uniformly over the bounded region of control space. It is possible that
other constraints mitigate either against or in favor of chaotic behavior.

Another interesting question is how the fractal dimension and the Lyapunov
exponent vary with the dimension and order of the system. Table 8-1 includes the
average values of these quantities plus or minus (+) the standard deviation foreach
type of chaotic system. For polynomialmaps and ODEs, the fractal dimension varies
approximately as the square root of the system dimension. For polynomial maps,
the Lyapunov exponent varies inversely with the system dimension. For polynomial
ODEs, the Lyapunov exponent increases with the system dimension. The Lyapunov
exponent appears to be independent of order for maps, but there is a tendency
for the Lyapunov exponent of ODEs to increase with order.

These results are summarized in Figures 8-2 and 8-3. Figure 8-2 shows the
relative probability that a strange attractor from a polynomialmap or ODE willhave
a fractal dimension F plotted versus F/D9-5. The curve is sharply peaked at a value
of about 0.8. Almost no attractors have a fractal dimension greater than about
1.3D0-5_ The Lorenz and Réssler attractors (with fractal dimensions slightly above 2.0
in a three-dimensional space) are close to this maximum value. Figure 8-3 shows the
relative probability that a strange attractor from a polynomial map will have a
Lyapunov exponent L plotted versus LD. This curve shows a much broader peak at
about 0.5. These results hold when the calculations are done more carefully. The
reason for this behavior is not understood, but it is potentially important because it
gives an indication of the complexity of the system of equations responsible for a
strange attractor that one observes in nature.
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Figure 8-2. Probability distribution of fractal dimension
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Figure 8-3. Probability distribution of Lyapunov exponent

16888 Cases
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The similarity of the fractal dimension for attractors produced by polynomials
of the same dimensionality raises the concern that they might in some sense all be
the same attractor, viewed from different angles and distorted in various ways.
There may be a simple mapping that converts one attractorinto the others. In such
acase, astatistical analysis of the collection would be misleading and meaningless.
However, since the Lyapunov exponents are spread over a broad range, it seems
likely that the attractors are distinct. In any case, they are visually very different, and
thus the technique has artistic if not scientific value.

It is interesting to ask whether the above results are peculiar to polynomials.
Table 8-1 includes data for the special functions that were described in Chapter 7.
Some of these cases tend to be more chaotic than the polynomials, but the
differences are not enormous. Thus is would appear, insofar as nature can be
represented by systems of equations of the type described in this book, that chaos
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is not the most common behavior, but neither is it particularly rare.

8.2 But Is It Art?

A very different question is whether pictures generated by solving determin-
istic equations with a computer can legitimately qualify as art. Some people would
say thatif it was done by a computer without human intervention, it cannot be art.
On the other hand, humans chose the equations, built and programmed the
computer, decided how the solution would be displayed, and selected from the
large number of cases that the computer generated. In this view, the computeris
just another tool in the hands of the artist.

At the core of the issue is what we mean by art. There are at least two, not
necessarily mutually incompatible, views. One is that art is the expression of ideas
and emotions—a form of communication between the artist and the observer. The
other emphasizes formal design, in which the viewer admires the skill with which the
artist manipulated the materials, without reading any particular meaning into it.

Strange attractors qualify by either definition. They are expressions of ideas
embodied in the equations, whether it be the dynamics of population growth or a
swinging pendulum. These ideas are often abstract and are most apparent to the
trained mathematician or scientist, but anyone can see in the patterns the surreal
images of plants, animals, clouds, and swirling fluids. The appearance of such
familiar images in the solutions of mathematical equations is probably more than
coincidental.

Strange attractors also necessarily embody concepts of design. The interplay
of determinism and unpredictability ensures that they are neither formless nor
excessively repetitious. Furthermore, the skills of an artisan (if not an artist) are
requiredto franslate the abstract equationsinto aesthetically desirable visual forms.
These skills are different from (but not inferior to) those possessed by more conven-
tional artists. Renaissance artists, such as Leonardo da Vinci, were often also
scientists. We may now be entering a new Renaissance inwhich art and science are
again being drawn together through the visual images produced by computers.

Some artists view art as a creative process whose primary goal is to provide
the artist with a sense of satisfaction. The resulting work is merely an inevitable by-
product. This view seems especially appropriate for the production of strange
atftractors, where the programmer’s satisfaction is derived from causing the com-
puterto generate the patterns, evenif they are neverseen by anyone else. Indeed,
the computer offers the ideal medium for such conceptual artists, since there need
be no material product whatsoever.
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Note that visual art need not be beautiful to be good, just as a play need not
be humorous. It may be intellectually or emotionally satisfying, or even disturbing.
It should capture and hold the interest of the viewer, however. The span of the
viewer's attention is one measure of its quality. Art may mix the familiar and the
unfamiliarto produce both comfort and dissonance. Furthermore, beautyis atleast
partially in the eye of the beholder, although recent research indicates that there
are absolute universal measures of beauty that form very early in life and may even
be genetic.

8.3 Can Computers Critique Art?

The idea that a computer can make aesthetic judgments seems absurd and
even offensive to many people. Yet the program developed in this book is already
doing this to some degree. For every object (strange attractor) that it identifies, it
has discarded many dozens as being uninteresting (honchaotic). Perhaps the
computer could be programmed to be even more discriminating and to select
those strange attractors that are likely to appeal to humans. To the extent that
aesthetic judgment involves objective as well as subjective criteria, such a propo-
sifion is not unreasonable.

A computer lacks emotion, but it can be taught in much the same way that
people can be taught. With the help of a human to point out which attractors are
visually interesting, the computer can correlate human opinion with various quan-
titative measures of the attractor. It can then test each new case and assign a
probability that it would appeal to a human.

One of the reasons we have been calculating and saving the fractal
dimension and Lyapunov exponent for each strange attractor is in anticipation of
developing such criteria. You can think of the dimension as a measure of the
strangeness of an attractor and the Lyapunov exponent as a measure of its
chaoticity. These are just two of infinitely many independent quantities we can use
to describe each attractor. If we find encouragement from them, it suggests that
more can be done.

The first step is to search for a relation between the aesthetic quality and the
fractal dimension or Lyapunov exponent. For this purpose, 7500 strange attractors
from two-dimensional quadratic maps were evaluated by the author and seven
volunteers, including two graduate art students, a former art history major, three
physics graduate students, and a former mathematics major. All evaluators were
born and raised in the United States. The evaluations were done by choosing
attractors randomly and displaying them sequentially on the computer screen
without any indication of the quantities that characterize them. The volunteers
were asked to evaluate each case on a scale of one to five according to its
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aesthetic appeal. It only fook a few seconds for each evaluation.

Figure 8-4 displays a summary of all the evaluations as a function of fractal
dimension (F) and Lyapunov exponent (L), using a gray scale in which the darker
regions are the most highly rated. The cases examined by particular individuals
show a similar trend. All evaluators tended to prefer attractors with dimensions
between about 1.1 and 1.5 and Lyapunov exponents between zero and about 0.3.
Some of the mostinteresting cases have Lyapunov exponents below about0.1. You
saw many such examples earlier in this book.

Figure 8-4. Regions of highest aesthetic quality in the FL plane

|
1 SO0 Cases
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The dimension preference is not surprising, since many natural objects have
dimensionsinthisrange. Natureis strange, but usually not totally bizarre. Some of the
attractors that are most universally liked resemble well-known and easily recogniz-
able objects. You can find many such examples in this book.

The Lyapunov exponent preference is harder to understand, but it suggests
that strongly chaotic systems are too unpredictable to be appealing. For the 443
cases that were rated 5 (best) by the evaluators, the average dimension was F =
1.30 £ 0.20, and the average Lyapunov exponent was L = 0.21 + 0.13 bits per
iterations, where the errors represent plus or minus one standard deviation. About
28% of the cases evaluated fall within both error bars. Thus this simple criterion would
allow the computerto discard nearly three-quarters of the cases that are least likely
to be visually appealing. This fechnique works in practice and was used in some
cases to help select attractors to display in this book.

8.4 What's Left to Do?

This book has described a new technique for generating strange attractors
in unlimited numbers. A large collection of such objects offers many interesting
possibilities to the artist and scientist alike. Some of these uses have already been
mentioned. Others may have occurred to you as you read this book. This section
leaves you with a few additional suggestions of things you might want to explore on
your own.

If your main interest is art, you probably want to produce attractors with
improved spatial resolution and more colors. You can experiment with printing on
different types of paper or other media. The simple linear correspondence of X, Y,
Z, and W to position or color is not essential. Other mappings between the
mathematical variables and the points displayed on the screen are possible. You
have already seen how to project the attractors onto a sphere. You can project
them onto other objects such as cylinders, tori, or even other strange attractors.

When you have generated an attractor that appeals to you, it is natural to
want to make small changes to make it even better. The coefficients in the
equations are controls that you can adjust. Like knolbs on your television set, they
allowyoutotune the attractorto getjustwhatyouwant. You can change the colors
without replotting the data using the PALETTE command in BASIC. You also can
rotate the image to find the best angle from which to view it.

You can produce animated strange attractors with a video camera viewing
a monitor connected to the cameraq, or even more simply, with a photodiode
connectedto an oscilloscope whose screenilluminates the photodiode. This video-

470



feedback technique has much in common with iterated maps. Each illuminated
dotonthe screenis mapped back to a different location after a delay determined
by the propagation of the electrical and optical signals. The main control param-
eters are the distance, rotation, focusing, intensity, color, and hue. Some settings
produce unbounded solutions—the screen goes solid black or solid white. Other
settings produce a fixed-point solution with a stationary pattern. Under other
conditfions, periodic behavior occurs. The most interesting situation occurs when
the pattern constantly changes but is not periodic, corresponding to a chaotic
strange attractor. Sometimes you can perturb the system with a flash of light or by
moving your hand across the field of view, causing the system to switch from one
attractor to another.

Some of the most interesting examples of computer fractals come from
plotting the basin boundaries of various attractors. The basin is the set of all initial
conditions that are drawn to the attractor. Sometimes these boundaries are
smooth; other times they are fractals. By coloring the points just outside the basin
according to the number of iterations required for them to leave some (usually
large) region surrounding the attractor, beautiful escape-time fractal patterns can
be produced.

All of our attractors have such basins, and it’'s not hard to program the
computerto display them, but the calculations are very slow. As an example, Figure
8-5 shows in black the basin for the HEnon map. It is relatively smooth and not
particularly interesting. It resembles a thick version of the attractor, but rotated by
90 degrees. Figure 8-6 shows the basin of another two-dimensional quadratic map
called the Tinkerbell map. Its boundary has obvious fractal structure. In each case,
the basin boundary appears to touch the attractor, suggesting that this surprising
feature may be common.
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Figure 8-5. Basin of attraction for the H&non map

EWMZHPMMUMMMN F=121 L =8.61
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Figure 8-6. Bassin of attraction for the Tinkerbell map

EMVUMGCHaMaRM F=1.14 L =8.27

Notice that we have now plotted the HEnon map in three different spaces.
Figure 3-1is the usual plot of the orbit in the space of the dynamical variables X and
Y. Figure 8-1is a plot in the space of the control parameters a and b. Figure 8-5is a
plotin the space of the initial conditions Xy and Y(y. All of these plots are necessary
to characterize the attractor completely.

The well-known and much-studied Mandelbrot set is the set of bounded
solutions in the ab plane of the mapping

Xnt1 =Xn2-Yp? +a
Ya+1 = 2XaYp + 0 (Equation 8C)
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The variables X and Y usually are thought of as the real and imaginary parts of a
complex number Z. Each point in the ab plane has associated with it a Julia set,
which'is the set of all initial conditions Xy and Yy whose solutions are bounded. The
Mandelbrot set is the set of Julia sets every point of which is connected to every
other point. The Julia setis named after Gaston Julia, a French mathematicianwho,
along with Pierre Fatou, studied iterated maps in the complex plane at about the
time of the first world war. Combinations of a and b at the boundary of the
Mandelbrot set produce chaotic solutions, but values inside the set lead to fixed
points or limit cycles. For b =0 and Y = 0 (the real axis), Equation 8C reduces to a
simple one-dimensional quadratic map equivalent to the logistic map.

The Mandelbrot set has been described as the most complicated math-
ematicalobjecteverseen. |t may also be the ultimate computer virus, in that it takes
over not only the machine (because of the large computationalrequirements) but
also the mind of the programmer, who often becomes addicted to the beauty and
variety of the patterns that it produces.

Like the Mandelbrot set, most of the attractors produced by the programs in
this book have intricate structure near the basin boundaries. You can zoom in on
these regions to produce patterns that rival those produced by the Mandelbrot set.
Calculation times increase markedly as you zoom in ever more closely, however.

Much more can be done to correlate the aesthetic appeal of the attractors
with the various numerical quantities that characterize them. Besides the fractal
dimension and Lyapunov exponent, the system that produced them has dimension
and order. Other measures of an attractor’s dimension include the capacity
dimension, theinformation dimension, and the Lyapunov dimension.Related to the
Lyapunov exponentis the entropy, which isa measure of the disorder of the system.
As with the dimension, the entropy can be defined in many ways. These quantities
and others are described in many of the books on fractals in the bibliography. Maps
and differential equations can also be compared.

You can test for differences between the aesthetic preferences of artists and
scientists. Preliminary indications suggest that complexity might appeal more to
artists than to scientists, who tend to see beauty in simplicity. There may also be
discernible cultural differences. You can see how the various display techniques
alter one’s preferences. For example, the use of color seems to increase the
tolerance for attractors of high fractal dimension.

Many scientific studies can be performed on a sufficiently large collection of
strange attractors. The results of Table 8-1, which are merely suggestive and limited
to particular types of equations, can be refined with more cases and more
examples of each case. For low dimensions, maps are more chaotic than the
equivalent ODEs. As the system dimension increases, however, maps become less
chaotic, while ODEs become more chaotic. Equation 8 A and 8B suggest that for a
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system dimension of about six, maps and ODEs willbe equally chaotic. Will theirroles
reverse at higher dimension, or will the chaotic fractions asymptotically approach
a universal value of about 2%¢

You can ask the same type of questions about bounded, nonchaotic
solutions (fixed points, limit cycles, and tori). It is especially interesting to see how
common 3-tori are in light of Peixoto’s theorem (see Section 6.6), but their produc-
tion probably requires system dimensions of about 10 according to Figure 8-2, which
may or may not apply to tori. Almost nothing is known about such issues.

We have considered the fraction of the bounded, hyperdimensional control
space overwhich chaos occurs. Itis also interesting to examine the shape, location,
and dimension of this chaotic region, as we did for the two-parameter HEnon map
in Figure 8-1. It is likely that this region is a fractal. How does its fractal dimension
depend on the system dimension and other characteristics of the system of
equationse It appears that the dimension of the chaotic region is about half the
dimension of the control space for the cases in this book.

The scaling of the average fractal dimension and the Lyapunov exponent
with the system dimension is infriguing and should be studied with more cases,
better statistics, and more accurate calculations of the fractal dimension. You can
examine statistically how the various measures of dimension compare and how
these dimensions are related to the spectrum of Lyapunov exponents.

You can look for relations between the geometrical properties of attractors
and their respective power spectra. The technique can be used to explore and to
quantify the various routes by which a stable solution becomes chaotic. Many such
routes have been identified, such as the period-doubling exhibited by the logistic
equation, but there are probably others yet to be discovered. Your role resembles
that of a biologist confronted with a large variety of species, trying to classify,
quantify, and study their similarities, differences, and patterns of behavior.

Anotherinteresting studyis to search for previously unknown simple examples
of chaos. Variations of the logistic equation are the simplest chaotic polynomial
maps. The Lorenz and Rossler attractors are often cited as the simplest examples of
chaotic polynomial ODEs. The Lorenz equations (Equation é6D) have seven terms
and two quadratic nonlinearities, and the Réssler equations (Equation 6E) have
seven terms and one quadratic nonlinearity.

There are at least five different systems of chaotic, three-dimensional qua-
dratic ODEs with five terms and two nonlinearities, and six systems with six terms and
one nonlinearity. It will be left as a challenge for you to find them. There does not
seemto be any chaotic system of quadratic ODEs with as few as four terms. To whet
your appetite, here’s a simple chaotic system resembling the Lorenz attractor that
has two fewer terms and all its coefficients equal to one:
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X'=YZ
Y'=X-Y
Z'=1-XY (Equation 8D)

You can examine this case using the code QM7 NM3NM3LMANM2ZLMS,

Here's another case with five terms and all unity coefficients that's volume-
preserving and thus does not have an attractor, but its solution is either a 2-torus or
chaotic depending upon the initial conditions:

X' =Y
Y'=X+YZ
7'=1-Y2 (Equation 8E)

It can be produced with the code QMINMILMINMZNMOILMS.

8.5 What Good Is I?

It is rare that a mathematical concept captivates the interest not only of
scientists in diverse fields but of the general public. Chaos has done this, and it has
been heralded by some as the next great revolution in science. It has ushered in a
new field of experimental mathematics, sometimes pejoratively called recre-
ational mathematics by the more traditional and often cynical older breed of
mathematicians. The use of computers to produce exotic visual patterns has made
difficult mathematical ideas accessible to those without extensive formal training.

Yet it is fair to ask what it has done other than to make pretty pictures. One
response is to claim that the same things were probably said about the discovery
of the atomic nucleus, or electricity, or fire. We must have faith that intellectual
advances will eventually yield useful applications.

At the deepest level, an understanding of chaos alters our view of the world.
Having seen the complexity that can arise from simple equations, we have reason
to hope that simple equations may suffice to describe much of the complexity of
the world. Difficult and long-standing problems such as fluid turbulence may
eventually be understood using the ideas of chaos. Turbulence is difficult because
it involves both temporal and spatial chaos and because its dimension is high.
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Chaos may also provide tools for making better predictions of complicated and
apparently random systems, such as the weather, the stock market, earthquakes,
epidemics, and population growth. It may also have applications in communicao-
tions and in cryptography for devising secure codes and breaking them.

Since chaotic systems exhibit extreme sensitivity to initial conditions, you
might conclude that prediction is hopeless, but this is not the case. Prediction is
hopeless for a random system or for an extremely complicated deterministic
system. As the physicist Neils Bohr remarked, "Prediction is difficult, especially of the
future." However, if the system is simple and chaotic, then the determinism can be
exploited to improve short-term predictions.

Furthermore, if the equations produce a strange attractor, as most chaotic
systems do, we know that the solution lies somewhere on the attractor. Remember
that an attractor occupies a negligible volume of the space in which it is embed-
ded. Although we can’'t predict where on the attractor the system will be at any
particular time in the distant future, we can exclude the vast number of possible
states that lie off the attractor. In meteorological terms, this might lead to eliminat-
ing the possibility of certain weather conditions with near absolute certainty.

When we see a system in nature that behaves erratically, we are now led to
wonder whether it is an example of chaos. Is simple determinism hidden in
seemingly random data? This problemis opposite to the one addressed in this book.
Here we have started with simple equations and produced complicated patterns.
Nature presents us with complicated patterns that may or may not come from
simple equations.

Often we are given only a single fluctuating quantity sampled at discrete
times—a so-called fime series. The average daily temperature in New York and the
daily closing Dow Jones Industrial Average are two examples of a time series.
Sometimes a complicated-looking time series is simply a sum of several sine waves
of different unrelated frequencies. In such a case, accurate predictions are
possible using linear methods. A good example is the tides, whose behavior is not
simply periodic but nevertheless can be predicted with considerable accuracy
because itis governed by periodic notions of the earth and moon. More often, the
time series has no such simple representation. In such a case, we would like to
determine whether the behavior is random or chaotic. Chaotic systems often
produce strange attractors.

We usually don’t have data for all the variables that describe the system, nor
do we even know how many there are, so we don't know the dimension of the
space in which an attractor might be embedded. Furthermore, the datarecord is
likely to be corrupted by random noise and measurement errors. The number of
data points may be small, and the system may not have reached a steady state.
Finally, we usually don’'t have control over the system, so we cannot directly test its
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sensitivity to initial conditions.

Such a situation sounds hopeless, but progress has recently been made in
testing for chaos in natural systems. For example, one can plot each data point
versus its predecessor, as we did with the one-dimensional maps in Chapter 2. In
some cases, this procedure is enough to reveal the determinism. More often, it is
necessary to plot each data point versus several of its predecessors in a high-
dimensional space. If the system is described by a strange attractor, the result is a
version of the attractor called a diffeomorphism that is distorted but has the same
fractal dimension. Similarly, the Lyapunov exponent can be estimated by selecting
nearby points in this space and determining how rapidly they diverge from one
another.

The fractal dimension is important because the number of variables and
equationsis atleast aslarge as the next higherinteger, since the attractor has to be
embedded in a space with dimension higher than its fractal dimension. These
equations are not unique, however. Extracting equations from the datais a difficult
if notimpossible task, but one whose rewards justify the effort. The equations provide
insight intfo the underlying dynamics and a means for making predictions.

Perhaps the ultimate test for chaosis the accuracy of short-term predictions.
With truly random data, prediction is impossible. Conversely, with chaotic data,
there is absolute determinism, and prediction is possible in principle, at least on
short-time scales dictated by the Lyapunov exponent and the precision of the
data. Predictability thus precludes complete randomness and signifies determin-
ism, although randomness and determinism often coexist. For example, the busi-
ness cycle is mostly random but includes deterministic seasonal changes. The
deterministic part is not necessarily chaotic, however.

Dynamical systems are everywhere. Your body contains several. Your heart
is a dynamical system whose solution normally approaches a limit cycle, but which
can become chaotic when in fibrillation or a fixed point upon death. Recent
research suggests that even a healthy heart beats chaotically, and a nearly
periodic patftern sometimes precedes cardiac arrest.

Other oscillations occur in your lungs, brain, and muscles. Electrocardio-
grams and electroencephalograms are time-series records used by doctors to
deduce information about the dynamics of the corresponding organ. Some chaos
in the brain may be necessary for creativity because it prevents us fromrepeatedly
approaching the same problems in the same way. The fractal dimension of
electroencephalograms has been observed to increase when a subject is en-
gaged in mental activity. In psychology, manic depression resembles a limit cycle,
and certain types of erratic behavior might be strange attractors.

Evidence for low-dimensional strange attractors has been found in systems
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as diverse as the weather and climate, the business cycle, childhood epidemics,
sunspots, plasma fluctuations, and even in computer models of the arms race.
Some of these results should be viewed skeptically because there are many ways
to be misled. The number of data points needed for an accurate determination of
the dimension has been variously estimated from a pessimistic and probably overly
conservative 42F to amore optimistic butstilllarge 1 02+0.4F ifthe interval between
data points is too small, a fictitiously low dimension can result. Certain types of
colored noise (also called fractional Brownian motion) have a degree of determin-
ism and produce time-series records with an apparently low dimension. Many tests
have been devised, such as comparing the results with those from a surrogate data
set obtained by randomly shuffling the numbers in the time series.

Chaos has a deep philosophical significance. If determinism implied perfect
predictability, there would be no room for free will. We would be just small cogs in
a large machine over which we have no control. It's easy to feel insignificant in a
vast and complicated universe dominated by forces too powerful to resist.

However, chaos illustrates that determinism does not imply predictability.
What is bad news for those who want to predict the weather or the stock market is
good news for those who want to control them. Recall the hypothetical butterfly
flapping its wings in Brazil, which sets off tornadoes in Texas. If the world is really
governed by deterministic chaos, we are drastically changing the future with
everything we do. We need never feel unimportant or insignificant. Who would
have thought that a concept from mathematics could give meaning and purpose
to our lives?
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Appendix A

Annotated Bibliography

Books and articles on chaos and fractals have proliferated enormously in recent
years. A selection of the most useful and readable of these is listed here, along with
comments on the content and level of each.

Abbott, E. A. Flatland: A Romance of Many Dimensions (New York: Barnes & Noble,
1983). An entertaining classic written in 1884 by a Victorian schoolmaster and
minister, this book explains the fourth and higher dimensions by considering the
impact of a visit by a three-dimensional creature (A Sphere) to a world inhabited
by two-dimensional creatures (A Square and others).

Abraham, F. D. A Visual Introduction to Dynamical Systems Theory for Psychology
(Santa Cruz, CA: Aerial Press, 1990). This book shows how attractors in dynamical
systems have application to a field as unlikely as psychology. It contains numerous
sketches of attractors and an explanation of the technical terms used to describe
them.

Abraham, R.H.and C. D. Shaw. Dynamics—The Geometry of Behavior (Santa Cruz,
CA: Aerial Press, 1982). A four-part series that attempts to explain the fundamentals
of dynamical behavior without equations using cartoonlike drawings with ex-
tended captions.

Barnsley, M. F. Fractals Everywhere (San Diego, CA: Academic Press, 1988). This
classic text by an expert mathematician describes the mathematics underlying
fractals and provides a good source of new fractal types.

Barnsley, M. F., R. L. Devaney, B. B. Mandelbrot, H. O. Peitgen, D. Saupe, and R. F.
Voss. The Science of Fractal Images (New York: Springer-Verlag, 1988). Areadable
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collection of articles describing the mathematics that underlies the computer
generation of fractals.

Briggs, J. Fractals: The Patterns of Chaos (New York: Touchstone, 1992). A non-
mathematical but detailed explanation of fractals and chaos with many high-
quality drawings and photographs.

Briggs, J.and F. Peat. The Turbulent Mirror: An lllustrated Guide to Chaos Theory and
the Science of Wholeness (New York: Harper and Row, 1989). This unusual book
combines a simple mathematical description of chaos with loosely related philo-
sophical and psychological ramblings.

Burger, D. Sphereland (New York: Barnes & Noble, 1983). An entertaining book
writteninthe style of the one by Abbott, it picks up where Flatland stopsin describing
the properties of high-dimensional spaces.

Chernikov, A. A., R. Z. Sagdeev, and G. M. Zaslavsky. "Chaos: How Regular Can it
Be?¢" Physics Today, page 27 (November 1988). Written by a group of active Russian
nonlinear dynamicists, this review article provides a good background for under-
standing stochastic webs.

Crutchfield, J. P., J. D. Farmer, N. H. Packard, and R. S. Shaw. "Chaos." Scientific
American Vol. 255, page 46 (December 1986). This easily readable article presents
the fundamentals of chaos theory in a compact form.

Devaney, R. L. An Introduction to Chaotic Dynamical Systems (Reading, MA:
Addison-Wesley, 1989). This advanced undergraduate text summarizes the math-
ematics that underlies chaotic systems of equations.
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Devaney, R. L. Chaos, Fractals, and Dynamics: Computer Experiments in Math-
ematics (Reading, MA: Addison-Wesley, 1990). This book introduces chaos, fractals,
and nonlinear dynamics with numerous beautifulimages using computer exercises
in BASIC and simple mathematics.

Devaney, R. L. A First Course in Chaotic Dynamical Systems: Theory and Experiment
(Reading, MA: Addison Wesley, 1992). Written at the undergraduate college level,
this book provides an excellent intfroduction to chaos and fractals.

Dewdney, A. K. "Probing the Strange Attractors of Chaos." Scientific American, Vol.
257, page 108 (July 1987). This typical Scientific American presentation provides a
readable though abbreviatedintroduction to the mathematics underlying strange
attractors.

Falconer, K. Fractal Geometry: Mathematical Foundations and Applications (New
York: Wiley, 1990). In somewhat technical terms this book explains the mathematics
underlying fractals and describes the various methods of defining and calculating
their dimensions.

Feder, J. Fractals (New York: Plenum Press, 1988). This introductory technical book
describes fractals using geometrical ideas and explains time-series analysis and
other related topics from a physical viewpoint.

Feigenbaum, M. J."Qualitative Universality for a Class of Nonlinear Transformations."
Journal of Statistical Physics Vol. 19, page 25 (1978). Highly technical but historically
important, this paper lays the foundation for many of the principles of chaos by
reference to the logistic equation and similar one-dimensional nonlinear maps.

Field, M. and M. Golubitsky. Symmetry in Chaos: A Search for Pattern in Mathemat-
ics, Art, and Nature (Oxford: Oxford University Press, 1992). A spectacularly illus-
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trated book that includes computer-generated images of flowers, graphic logos,
motifs, and other artistic mathematical patterns.

Gleick, J.Chaos: Making a New Science (New York: Viking Penguin, 1987). This best-
selling, historical, and nontechnical account is the starting point for anyone who
wants to understand why chaos has excited the imagination of the scientist and
nonscientist alike.

Grassberger, P. and . Procaccia. "Characterization of Strange Attractors." Physical
Review Letters, Vol. 50, page 346 (1983). Asomewhat mathematical paper thatwas
the first to propose the correlation dimension as a convenient method for quanti-
fying strange attractors.

Gulick, D. Encounters with Chaos (New York: McGraw Hill, 1992). A rigorous upper-
undergraduate-level infroduction to the mathematics of chaos.

Hao, B. L. Chaos Il (Singapore: World Scientific, 1990). This book reprints many
infroductory and influential papers on chaos and includes a bibliography of 117
books and 2244 technical papers.

Hénon, M. "A Two-Dimensional Mapping with a Strange Attractor." Communica-
tions in Mathematical Physics, Vol. 50, page 69 (1976). Although somewhat techni-
cal, this article describes one of the first thoroughly studied examples of a chaotic,
two-dimensional quadratic map.

Hofstadter, D. R. Godel, Escher, Bach: An Eternal Golden Braid (New York: Vintage,
1980). Dealing with, among other things, self-similarity and recursion in music, art,
and science, this largely nonmathematical but deeply philosophical book is highly
recommended.
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Hofstadter, D. R. "Strange Attractors: Mathematical Patterns Delicately Poised
Between Order and Chaos." Scientific American, Vol. 245, page 22 (November
1981). This article provides aninfroduction to the mathematics of strange attractors
and their significance.

Hofstadter, D. R. Metamagical Themas (New York: Basic Books, 1985). A recre-
ational mathematics book that contains many interesting topics, including a
chapter on mathematical chaos and strange attractors.

Jackson, E.A. Perspectives of Nonlinear Dynamics (Cambridge: Cambridge Univer-
sity Press, 1991). A two-volume graduate-level text that covers all the essentials of
chaos and nonlinear dynamics and includes many nice drawings.

Knuth, D. E. Seminumerical Algorithms, 2nd ed., Vol. 2 of The Art of Computer
Programming (Reading, MA: Addison-Wesley, 1981), chap. 3. This serious math-
ematical book is the classic reference for describing, among other things, the
methods by which computers are used to generate pseudorandom numbers and
the pitfalls inherent in their misuse.

Krasner, S., ed. The Ubiquity of Chaos (Washington, D. C.: American Association for
the Advancement of Science, 1990). A collection of 19 scientific papers that
illustrates the wide range of fields in which chaotic processeshave been discovered
and studied.

Levy, S. Artificial Life: The Quest for a New Creation (New York: Pantheon Books,
1992).This book takes up where Gleick left off and covers much of the recent history
of chaos and its developers.

Li, T. Y. and J. A. Yorke. "Period Three Implies Chaos." American Mathematical
Monthly, Vol. 82, page 985 (1975). This historical paper contains the first published
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reference to the term chaos.

Lorenz, E. N."Deterministic Nonperiodic Flow." Journal of the Atmospheric Sciences,
Vol. 20, page 130 (1963). Although slow to be appreciated, this historically impor-
tant paper is now regarded as the first modern example of a strange attractor
resulting from the solution of a simple set of ordinary differential equations originally
proposed to model atmospheric convection.

Mandelbrot, B. B. The Fractal Geometry of Nature (San Francisco: W. H. Freeman,
1982). An extended essay by the father of fractals, this was the seminal work that
brought to the attention of the nonspecialist the ubiquity of fractals in nature.

May, R. M. "Simple Mathematical Models with Very Complicated Dynamics."
Nature, Vol. 261, page 459 (1976). A thought-provoking and mathematically
straightforward paper that initiated the widespread interest in the logistic equation
and other one-dimensional maps as models for natural processes.

McGuire, M. An Eye for Fractals (Reading, MA: Addison-Wesley, 1991). This graphic
and photographic essay by a physicist and amateur photographer contains
beautiful black and white photographs of natural fractals in the style of Ansel
Adams, with a simple mathematical description of fractals.

Moon, F. C. Chaotic Vibrations (New York: Wiley-Interscience, 1987). An advanced
undergraduate text that emphasizes the applications of chaos theory to real-world
engineering problems.

Moon, F. C. Chaotic and Fractal Dynamics: An Introduction for Applied Scientists
and Engineers (New York: Wiley, 1992). An update of Moon's previous book with
many practical engineering applications of chaos theory.
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Peitgen, H. O. and P. H. Richter. The Beauty of Fractals: Images of Complex
Dynamical Systems (New York: Springer-Verlag, 1986). This beautiful, colorful exhibit
of computer art emphasizes the Mandelbrot and Julia sets.

Peitgen, H. O., H. Jurgens, and D. Saupe. Fractals for the Classroom (New York:
Springer-Verlag, 1992). A two-book set that explains the mathematical basis of
fractals at arelatively elementary level and contains many BASIC program listings
for the production of fractals.

Pickover, C. A. Computers, Pattern, Chaos and Beauty: Graphics from an Unseen
World (New York: St. Martin’s Press, 1990). A how-to book by the master of computer
graphic art and visualization filled with original ideas for the computer generation
of fractals and other artistic patterns.

Pickover, C. A. Computers and the Imagination: Visual Adventures Beyond the
Edge (New York: St. Martin’s Press, 1991). This extension of Pickover's earlier book by
the same publisher takes up where the other stopped and provides additional
spectacular examples of computer art and philosophical insight.

Pickover, C. A. Mazes for the Mind: Computers and the Unexpected (New York: St.
Martin’s Press, 1992). The third book in the series that includes puzzles, games, and
mazes appealing to computer enthusiasts, artists, and puzzle-solvers, along with
incisive commentary and additional dazzling computer images.

Porter, E. and J. Gleick. Nature’s Chaos (New York: Viking Penguin, 1990). This book
of art combines photographs of natural fractals by Porter with a simple, almost
poetic, explanation of chaos and fractals by Gleick.

Pritchard, J. The Chaos Cookbook: A Practical Programming Guide (Oxford:
Butterworth-Heinemann, 1992). A practical and elementary tutorial that includes
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programs in BASIC and Pascal to ease the reader into the mathematics of chaos
and fractals.

Rossler, O.E."An Equation for Continuous Chaos." Physics Letters, Vol. 57 A, page 397
(1976). This short, classic paper by a nonpracticing medical doctor includes
stereoscopic views of the Lorenz and R&ssler attractors.

Rucker, R. The Fourth Dimension (New York: Houghton-Mifflin, 1984). The book to
read if you want to understand the philosophical, geometrical, and physical
meaning of space-time.

Ruelle, D."Strange Attractors." (Mathematical intelligencer, Vol. 2, page 126 (1980).
This mathematical article includes some of the history of the discovery and
understanding of strange attractors and related chaotic phenomena.

Ruelle, D. Chance and Chaos (Princeton, NJ: Princeton Univ. Press, 1991). A
charming little book by a pioneer in chaos, describing with minimal mathematics
the philosophical implications of chaos and randomness.

Schroeder, M. Fractals, Chaos, and Power Laws: Minutes from an Infinite Paradise
(New York: W.H. Freeman, 1991). A slightly mathematical but highly readable book
packed with examples of temporal and spatial chaos in enormously diverse
contexts and a wealth of puns.

Schuster, H. G. Deterministic Chaos (New York: Springer-Verlag, 1984). This work is
aimed at the more mathematically inclined reader who wants to understand
chaos and related topics in greater detail, and it includes a good mathematical
description of the Lyapunov exponent.
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Shaw, R. The Dripping Faucet as a Model Chaotic System (Santa Cruz, CA: Aerial
Press, 1984). A short but detailed book that describes in nontechnical language
how the ideas of chaos and strange attractors can be used to understand a
phenomenon as simple as a dripping faucet.

Sparrow, C. T. The Lorenz Equations, Bifurcations, Chaos, and Strange Attractors
(New York: Springer-Verlag, 1982). This somewhat technicalbook demonstrates the
depth to which a single example of a strange attractor can be studied.

Sprott, J. C. "Simple Programs Create 3-D Images." Computers in Physics, Vol. 6,
page 132 (1992). This article by the author describes in detail how computers can
be programmed to produce anaglyphic images of 3-D objects.

Sprott, J. C."How Commonis Chaose" Physics Letters, Vol. 173A, page 21 (1993). An
abbreviated technical paper quantifying the occurrence of chaos in polynomial
maps and ODEs that was the inspiration for this book.

Sprott, J.C. "Automatic Generation of Strange Attractors." Computers &Graphics,
Vol. 17, page 325 (1993). An abbreviated description of the technique that forms
the basis of the present book.

Sprott, J. C. and G. Rowlands. Chaos Demonstrations (North Carolina State Univer-
sity, Raleigh, NC: Physics Academic Software, 27695-8202). An IBM PC program by
the author and a colleague that provides a simple way to learn about chaos,
fractals, and related phenomena. It comes with an 84-page user’'s manual and 3-
D glasses.

Stevens, R. T. Fractal Programming in C (New York: M&T Books, 1989). Also available
in a TurboPascal version, this book provides programs and detailed descriptions for
producing most of the standard fractal forms.
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Stevens, R. T. Advanced Fractal Programming in C (New York: M&T Books, 1990).
Picking up where Stevens’ previous one left off, this book emphasizes Mandelbrot
and Julia sets but also discusses other fractal types, such as L-systems and iterated
function systems.

Stewart, I. Does God Play Dice?: The Mathematics of Chaos (Oxford: Blackwell,
1989). A charming, light-hearted, but serious book that provides a good introduc-
tion to chaos using simple mathematics.

Stewart, I. and M. Golubitsky. Fearful Symmetry: Is God a Geometere (Oxford:
Blackwell, 1992). This sequel to the earlier book by Stewart deals with symmetry in
nature, art, and science and provides computer programs for producing symmetri-
cal patterns of considerable beauty.

Theiler, J. "Estimating Fractal Dimension." Journal of the Optical Society of America,
Vol.7A, page 1055 (1990). Aslightly technical paper containing an excellent review
of the various ways of calculating fractal dimensions.

Thompson, J. M. T. and H. B. Stewart. Nonlinear Dynamics and Chaos (New York:
Wiley, 1986). This advanced undergraduate text aimed at physical science stu-
dents explains the mathematical basis for chaos.

Tsonis, A. A. Chaos: From Theory to Applications (New York: Plenum Press, 1992). An
advanced undergraduate text that includes recent developmentsin the applico-
tions of chaos theory to real-world problems, such as improved methods of
forecasting and distinguishing chaos from noise.

Weeks, J. R.The Shape of Space: How to Visualize Surfaces and Three-Dimensional
Manifolds (New York: Marcel Dekker, Incorporated, 1985). This book explains in
simple language and with clear illustrations the elements of topology that are
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fundamentalto a deep understanding of strange attractors and other geometrical
objects.

Wegner, T. and M. Peterson. Fractal Creations (Mill Valley, CA: Waite Group Press,
1991). This book is really a user's manual for the incredible freeware program
FRACTINT, which is constantly updated by a dedicated group of volunteer fractal
programming enthusiasts.

Wolf, A., J. B. Swift, H. L. Swinney, and J. A. Vastano. "Determining Lyapunov
Exponents from a Time Series." Physica, Vol. 16D, page 285 (1985). A technical but
surprisingly readable article that contains an excellent description of the practical
considerations that go into the calculation of Lyapunov exponents.

Zhang, S. Y. Bibliography on Chaos (Singapore: World Scientific, 1991). With over
7000 references, this is the most extensive compilation available, and it serves to
underscore the popularity of the subject.
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Appendix B

BASIC Program Listing

This appendix contains the complete BASIC program that you should have devel-
oped if you followed the exercises in this book, along with a few additions. It should
run without modification on DOS-based IBM personal computers or compatibles
under Microsoft BASICA, GW-BASIC, QBASIC, QuickBASIC, or VisualBASIC for MS-
DOS; Borland International Turbo BASIC; and Spectra Publishing PowerBASIC. A disk
containing the source program and a version of the program complied with
PowerBASIC (SA.EXE) and ready to runis included with the book. This is a relatively
no-frills program in that it lacks extensive error trapping, fancy menus, and mouse
support, but it is fully functional and relatively robust.

The additions to the program are as follows:

1. The program contains a version number (2.0) and a copyright notice. Your
purchase of this book and the accompanying disk entitles you to personal use of
the program. Itis not legal for you to make a copy of the program for someone else,
to placeitin the public domain, or to incorporate itin whole orin part into programs
that are distributed to others. The idea of programming a computer to search
automatically for strange attractors based on calculation of the Lyapunov expo-
nent is believed to be original, and proper scientific etiquette requires that you
acknowledge the author in any further dissemination of work based on this
technique.

2. The program includes a somewhat inelegant but effective test for the graphics
capability of the computer on which it is used. It causes the program to run
automatically in the highest graphics mode supported by the hardware and by the
BASIC version under which it is compiled

or run. The program prints a message and stops if the computer does not have
a graphics monitor. Colors are adjusted for CGA MODE 1, and text is properly
formatted for screens with 40 columns of text.

3.The program allows you to change the number of iterations that are plotted while
in the search mode using the N key. Values of a thousand (10A3) to a billion (10A9)
are allowed. Note that this value excludes the thousand iterations that are always
performed to allow the initial fransient to decay.
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4. In addition to the planar and spherical projections, the P command allows you
to project the attractors onto a cylinder with a horizontal or vertical axis or a torus.
The toroidal projection is shown looking along the major axis with the doughnut hole
at the center of the screen and of negligible size.

5. AC command has been added to allow you to clear the screen and restart the
calculation with the current values of the variables. This feature allows you to
remove the transient in cases when the orbit requires more than a thousand
iterations to reach the attractor or to reduce the density of points on the screen,
which is sometimes useful, for example, with the 3-D anaglyphic displays.

6. The program allows you to press V to save a record of up to 16,000 consecutive
iterates of X, Y, Z, or Win a disk file that can be analyzed in more detail by other
programs. To conserve disk space, each new attractor overwrites the data fromthe
previous case. The data files can be read by the companion program Chaos Data
Analyzer, which allows the data to be displayed in many ways, including phase-
space plots, return maps, and Poincaré movies; calculates probability distributions,
power spectra, Lyapunov exponents, correlation functions, and capacity and
correlation dimensions; and makes predictions based on a novel technique
involving singular value decomposition. Chaos Data Analyzer is available from The
Academic Software Library, Box 8202, North Carolina State University, Raleigh, NC
27695-8202, telephone (800) ?55-TASL or (919) 515-7447.

If you have been working systematically through the programs in this book,
you will find useful the following list of program lines that require changes to produce
the final program PROG28.BAS:

1000, 1070, 1090, 1140, 1310, 1330, 1340, 1360, 2270-2290, 2500, 3060, 3360, 3400-
3420, 3630, 3670, 3740, 3750, 3780, 4000, 4240, 4250, 4280, 4380, 4390, 4430-4450,

4570- 4590, 5650-5710, 5840, 6600-7070

PROG28.BAS. Complete BASIC program for producing all the examples in this book and endless
variations

1000 REM STRANGE ATTRACTCOR PROGRAM BASIC Ver 2.0 (c) 1993 by J. C. Sprott
1010 DEFDBL A-Z " Use doubl e precision

1020 DI MXS(499), YS(499), ZS(499), WS(499), A(504), V(99), XY(4), XN(4), COLRY 15)
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1030

1040

1050

1060

1070

1080

1090

1100

1110

1120

1130

1140

1150

1160

1170

1180

1190

1200

1210

1220

1230

1240

1250

SMo = 12 " Assunme VGA graphics

PREV% = 5 "Plot versus fifth previous iterate
NVAX = 11000 " Maxi mum nunber of iterations
OVAX% = 5 " Maxi mrum order of pol ynoni al

D% = 2 " Di mensi on of system

EPS = .1 "Step size for ODE

ODE% = 0 'Systemis map

SND% = 0 "Turn sound off

PJT% = 0 "Projection is planar

TRD% = 1 "Display third di mensi on as shadow
FTH% = 2 "Display fourth di nension as colors
SAV% = 0 "Don't save any data

TWOPI = 6.28318530717959# ' A useful constant (2 pi)

RANDOM ZE Tl MER ' Reseed random nunber generator
GOSUB 4200 ' Di spl ay nenu screen

IF @ = "X" THEN GOTO 1250 'Exit inmedi ately on comrand
GOsuUB 1300 "Initialize

GOSUB 1500 'Set paraneters

GosuB 1700 "lterate equations

GOSUB 2100 "Display results

GOsuUB 2400 "Test results

ON T% GOTo 1190, 1200, 1210

CLS
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1260

1300
1310
1320
1330
1340
1350
1360
1370
1380
1390
1400
1410

1420

1500
1510
1520
1530
1540
1550

1560

494

END

REM I nitialize

ON ERROR GOTO 6600 "Find |l egal graphics node
SCREEN SM/% ' Set graphics node

ON ERROR GOTO 0 ' Resume default error trapping
DEF SEG = 64: W D% = PEEK(74) 'Nunber of text columms

WNDOW (-.1, -.1)-(1.1, 1.1)
CLS : LOCATE 13, WD%/ 2 - 6: PRINT "Searching..."
GOSsUB 5600 "Set colors
IF QWo <> 2 THEN GOTO 1420

NE = 0: CLCSE

OPEN "SA. DIC' FOR APPEND AS #1: CLCSE

OPEN "SA. DI C' FOR I NPUT AS #1

RETURN

REM Set paraneters

X = .05 "Initial condition
Y = .05

Z = .05

W= .05

XE = X + .000001: YE = VY: ZE = Z: VE = W

GOsuUB 2600 "Get coefficients



1570

1580

1590

1600

1610

1620

1630

1700

1710

1720

1730

1740

1750

1760

1770

1780

1790

1800

1810

1820

1830

1840

T% = 3

P%=0: LSUM= 0: N=0: NL =0: N1

0: N2 =0

XM N = 1000000!: XMAX = - XM N YM N = XM N YMAX = XMAX
ZM N = XM N ZMAX = XVMAX

WM N = XMN WAX = XMAX

TWOD% = 2 ~ D%

RETURN

REM | terate equati ons

IF ODE% > 1 THEN GOSUB 6200: GOTO 2020 ' Speci al function
Mo= 1: XY(1) = X XY(2) = Y: XY(3) = Z XY(4) = W
FOR1% =1 TO D%

XN(19% = A(MA

Mo= Mo+ 1

FOR 11% =1 TO D%

XN(19 = XN(19% + A(MA * XY(11%

Mo= Mo+ 1

FOR 12% = 11% TO D%

XN(1% = XN(199 + A(MA * XY(11% * XY(I2%

Mo= Mo+ 1

IF O%= 2 THEN GOTO 1970

FOR 13% = 12%TO D%

XN(TO) = XN(19% + ACMA * XY(119% * XY(129% * XY(I3%
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1850 Mb= Mb + 1
1860 |F O% = 3 THEN GOTO 1960

1870 FOR 4% = 13% TO D%

1880 XN(19% = XN(19% + A(MA * XY(11% * XY(129% * XY(13% * XY(14%

1890 Mb = Mb + 1

1900 |F O% = 4 THEN GOTO 1950

1910 FOR 15% = | 4% TO D%

1920 XN(19% = XN(19% + A(MA * XY(11% * XY(129% * XY(13% * XY(14% * XY(I5%
1930 Mb= Mb + 1

1940 NEXT 15%

1950 NEXT |4%

1960 NEXT 3%

1970 NEXT |2%

1980 NEXT |1%

1990 |F ODE% = 1 THEN XN(1% = XY(1% + EPS * XN(I%

2000 NEXT | %

2010 Mo = Mh- 1: XNEW= XN(1): YNEW= XN(2): ZNEW= XN(3): WKEW = XN(4)

2020 N= N+ 1

2030 RETURN

2100 REM Di splay results
2110 IF N < 100 OR N > 1000 THEN GOTO 2200

2120 IF X< XMN THEN XM N = X
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2130

2140

2150

2160

2170

2180

2190

2200

2210

2220

2230

2240

2250

2260

2270

2280

2290

2300

2310

2320

2400

IF X > XMAX THEN XMAX = X

IFY<YMNTHEN YMN =Y

IFY > YMAX THEN YMAX = Y

IFZ < ZMN THEN ZM N = Z

IF Z > ZMAX THEN ZMAX = Z

IF W< WM N THEN WM N = W

IF W> WAX THEN WWAX = W

IF N = 1000 THEN GOSUB 3100
XS(P% = X YS(P% =Y. ZS(P%

P% = (P%+ 1) MOD 500

'Resi ze the screen

= Z: W8(P%

=W

IF D% =1 THEN XP = XS(1%: YP = XNEWELSE XP = XX YP =Y

IF N < 1000 OR XP <= XL OR XP >= XH OR YP <= YL OR YP >= YH THEN GOTO 2320

1% = (P% + 500 - PREV% MOD 500
IF PIJT% = 1 THEN GOSUB 4100
IF PIJT% = 2 THEN GOSUB 6700
IF PJT% = 3 THEN GOSUB 6800
IF PJT% = 4 THEN GOSUB 6900
GOsuUB 5000
IF SND% = 1 THEN GOSUB 3500

RETURN

REM Test results

' Proj ect

Pr oj ect

Pr oj ect

' Proj ect

onto

onto

onto

onto

Pr oduce sound

a sphere
a horizontal cylinder
a vertical cylinder

a torus

Pl ot point on screen

2410 | F ABS(XNEW + ABS(YNEW + ABS(ZNEW + ABS(WNEW > 1000000! THEN T% = 2
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2420 I|F QwWo = 2 THEN GOTO 2490 ' Speed up eval uation node

2430 GOSUB 2900 ' Cal cul ate Lyapunov exponent

2440 GOSUB 3900 "Cal cul ate fractal dinension

2450 I|F QWo > 0 THEN GOTO 2490 'Skip tests when not in search node
2460 1 F N >= NVAX THEN T% = 2: GOSUB 4900 "Strange attractor found

2470 | F ABS(XNEW- X) + ABS(YNEW- Y) + ABS(ZNEW- Z) + ABS(WNEW- W < .000001
THEN T% = 2

2480 |IF N > 100 AND L < .005 THEN T% = 2 "Limt cycle
2490 b = INKEY$: |F LEN(@) THEN GOSUB 3600 ' Respond to user command

2500 IF SAV% > 0 THEN IF N > 1000 AND N < 17001 THEN GOSUB 7000 ' Save data

2510 X = XNEW "Updat e val ue of X
2520 Y = YNEW
2530 Z = ZNEW

2540 W= VWEW

2550 RETURN

2600 REM Get coefficients

2610 | F QWo <> 2 THEN GOTO 2640 'Not in eval uate node

2620 | F EOF(1) THEN QW6 = 0: GOSUB 6000: GOTO 2640

2630 I F EOF(1) = 0 THEN LI NE | NPUT #1, CODE$: GOSUB 4700: GOSUB 5600
2640 IF Qwo > 0 THEN GOTO 2730 'Not in search node

2650 Oh=2 + INT((OVAX% - 1) * RND)

2660 CODE$ = CHR$(59 + 4 * D%+ O% + 8 * CODE%

2670 |F ODE% > 1 THEN CODE$ = CHR$(87 + CDE%)
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2680

2690

2700

2710

2720

2730

2740

2750

2760

2800

2810

2820

2830

2840

2850

2900

2910

2920

2930

2940

2950

GOS

FOR 1% =1 TO Mo

UB 4700 'Get value of Mh
' Construct CODE$
GOSUB 2800 " Shuf fl e random nunbers

CODE$ = CODE$ + CHR$(65 + INT(25 * RAN))

NEXT | %

FOR 1% =1 TO MAo

A(1% = (ASC(M D$(CODES, | %+ 1, 1)) - 77) / 10
NEXT | %
RETURN
REM Shuf fl e random nunber s
IF V(0) = 0 THEN FOR J% = 0 TO 99: V(J% = RND: NEXT J%
J% = I NT(100 * RAN)
RAN = V(J%
V(J% = R\D
RETURN
REM Cal cul at e Lyapunov exponent
XSAVE = XNEW YSAVE = YNEW ZSAVE = ZNEW WSAVE = WWNEW
X=XE Y=VYE Z=ZE W=W N=N-1

GOosuB

DLX

DLz

1700 '"Reiterate equations
XNEW - XSAVE: DLY = YNEW - YSAVE

ZNEW - ZSAVE: DLW = WNEW - WSAVE

'Convert CODE$ to coefficient val ues
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2960 DL2 = DLX * DLX + DLY * DLY + DLZ * DLZ + DLW * DLW

WAX + .

. 0000005

. 0000005

. 0000005

0000005

MY

2970 I F CSNG DL2) <= 0 THEN GOTO 3070 "Don't divide by zero

2980 DF = 1000000000000# * DL2

2990 RS = 1/ SQR(DF)

3000 XE = XSAVE + RS * (XNEW - XSAVE): YE = YSAVE + RS * (YNEW - YSAVE)
3010 ZE = ZSAVE + RS * (ZNEW - ZSAVE): WE = WBAVE + RS * (WNEW - WBAVE)
3020 XNEW = XSAVE: YNEW = YSAVE: ZNEW = ZSAVE: WNEW = WSAVE

3030 LSUM = LSUM + LOGDF): NL = NL + 1

3040 L =.721347 * LSUM/ NL

3050 IF ODE% =1 OR ODE% =7 THEN L = L / EPS

3060 IF N> 1000 AND N MOD 10 = 0 THEN LOCATE 1, WD%- 4: PRI NT USI NG " ##. ##" ;
L;

3070 RETURN

3100 REM Resi ze the screen

3110 IF D% =1 THEN YM N = XM N YMAX = XMAX

3120 I F XMAX - XM N < . 000001 THEN XM N = XM N - . 0000005: XMAX = XMAX +
3130 IF YMAX - YM N < . 000001 THEN YM N = YM N - . 0000005: YMAX = YMAX +
3140 IF ZMAX - ZM N < . 000001 THEN ZM N = ZM N - . 0000005: ZMAX = ZMAX +
3150 I F WAX - WM N < . 000001 THEN WM N = VW N - . 0000005: WWAX =

3160 MX = .1 * (XMAX - XMN): MY = .1 * (YMAX - YMN)

3170 XL = XM N - MX: XH = XMAX + MX. YL = YM N - MY: YH = YMAX + 1.5 *
3180 WNDOW (XL, YL)-(XH YH): CLS

3190 YH = YH - .5 * W
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3200 XA = (XL + XH) / 2: YA = (YL + YH /[ 2

3210 I|F D% < 3 THEN GOTO 3310

3220

3230

3240

3250

3260

3270

3280

3290

3300

3310

3320

3330

3340

3350

3360

3370

3380

3390

ZA = (ZMAX + ZMN) / 2

IF TRD% = 1 THEN LINE (XL, YL)-(XH, YH), COLR%1), BF: GOSUB 5400

IF TRD% = 4 THEN LINE (XL, YL)-(XH, YH), WH% BF
IF TRD% = 5 THEN LINE (XA, YL)-(XA YH
|F TRD% <> 6 THEN GOTO 3310

FOR1%=1 TO 3

XP = XL + 1%* (XH - XL) / 4: LINE (XP, YL)-(XP, YH

YP

YL + 1%* (YH- YL) / 4: LINE (XL, YP)-(XH, YP)
NEXT 1%

PJT% <> 1 THEN LINE (XL, YL)-(XH YH), , B

PJT% = 1 AND TRD% < 5 THEN CI RCLE (XA, YA), .36 * (XH - XL)

= 3.1416 / (XMAX - XM N): PT = 3.1416 / (YMAX - YMN)

QWo <> 2 THEN GOTO 3400 "Not in eval uate node

LOCATE 1, 1. PRINT "<Space Bar>: Discard <Enter>. Save";

IF WD% < 80 THEN GOTO 3390

LOCATE 1, 49: PRINT "<Esc>: Exit";

LOCATE 1, 69: PRINT CI NT((LOF(1) - 128 * LOC(1)) / 1024); "K left";

GOTO 3430

3400 LOCATE 1, 1: |IF LEN(CODE$) < WD%- 18 THEN PRI NT CODE$

3410 | F LEN(CODE$) >= WD% - 18 THEN PRI NT LEFT$(CODE$, WD% - 23) + "...

3420 LOCATE 1, WD% - 17: PRINT "F =": LOCATE 1, WD%- 7: PRINT "L
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3430
3440
3450

3460

3500
3510
3520
3530
3540

3550

3600
3610
3620
3630
3640
3650
3660
3670
3680
3690

3700

502

TIA = .05 " Tangent of illumination angle

XZ = -TIA* (XMAX - XM N) / (ZMAX - ZMN)
YZ=TIA* (YMAX - YMN) / (ZMAX - ZM N)
RETURN

REM Pr oduce sound

FREQb = 220 * 2 ~ (CINT(36 * (XNEW- XL) / (XH - XL)) / 12)

DUR = 1
IF D%>1THENDUR = 2 A INT(.5* (YH- YL) / (YNEW- 9 * YL/ 8 + YH/ 8))
SOUND FREQ¥% DUR | F PLAY(0) THEN PLAY "M

RETURN

REM Respond to user comrand
I F ASC(Q) > 96 THEN @ = CHR$(ASC( @) - 32) " Convert to upper case
IF QWo = 2 THEN GOSUB 5800 " Process eval uati on command

I F I NSTR(" ACDEHI NPRSVX', ) = 0 THEN GOSUB 4200 "Di splay nmenu screen

IF Q@ ="A" THEN T% = 1: QWo= 0
IF ODE% > 1 THEN D% = ODE% + 5
IF ODE% = 1 THEN D% = D% + 2

IF Q@ ="C" THEN IF N > 999 THEN N = 999

IF @ = "D' THEN D%

1+ (D%MD 12): T%= 1

IF D% > 6 THEN ODE%

D%- 5 D%= 4: GOTo 3710

IF D%>4 THEN ODE% = 1: D% = D% - 2 ELSE ODE% = 0O



3710 |1F @ = "E" THEN T% = 1: QW6 = 2

3720 IF @ = "H'" THEN FTH% = (FTH% + 1) MOD 3: T%= 3: IF N> 999 THEN N = 999:
GOSUB 5600

3730 IF Q& ="I" THEN I F T% <> 1 THEN SCREEN 0: W DTH 80: COLCR 15, 1: CLS: LINE
| NPUT "Code? "; CODE$: |F CODE$ = "" THEN Q@ =" ": CLS: ELSE T%=1: QWo= 1:
GOsuUB 4700

3740 I|F @ = "N' THEN NMAX = 10 * (NMAX - 1000) + 1000: |IF NMAX > 10 A 10 THEN

NVAX = 2000

3750 I|F @& = "P" THEN PJT% = (PJT% + 1) MOD 5: T%= 3: IF N> 999 THEN N = 999

3760 |F B
GOsUB 5600

"R' THEN TRD% = (TRD% + 1) MOD 7: T%= 3: IF N> 999 THEN N = 999:

3770 |F @ = "S" THEN SND% = (SND% + 1) MDD 2: T% = 3

3780 IF Qb = "V' THEN SAV% = (SAV% + 1) MOD 5: FAV$ = CHR$(87 + SAV% MID 4): T%
=3 IF N>999 THEN N = 999

3790 IF @ = "X* THEN T% = 0

3800 RETURN

3900 REM Cal cul ate fractal dinension
3910 |F N < 1000 THEN GOTO 4010 "Wait for transient to settle

3920 | F N = 1000 THEN D2MAX = (XMAX - XM N) A 2 + (YMAX - YMN) A 2 + (ZMAX - ZM N)
A2+ (WWAX - WIN) A 2

3930 J% = (P%+ 1 + INT(480 * RND)) MOD 500

3940 DX = XNEW- XS(J%: DY = YNEW- YS(J%: DZ = ZNEW- ZS(J%: DW= WNEW- WS(J%
3950 D2 = DX * DX + DY * DY + DZ * DZ + DW* DW

3960 |F D2 < .001 * TWOD% * D2MAX THEN N2 = N2 + 1

3970 |F D2 > .00001 * TWOD% * D2MAX THEN GOTO 4010

3980 N1 =NL +1
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3990  F = .434294 * LOGN2 / (NL - .5))
4000  LOCATE 1, WD%- 14: PRINT USI NG "##. ##'; F;

4010 RETURN

4100 REM Project onto a sphere

4110 TH = TT * (XMAX - XP)

4120 PH = PT * (YMAX - YP)

4130 XP = XA + .36 * (XH - XL) * COS(TH) * SI N(PH)
4140 YP = YA + .5 * (YH - YL) * COS(PH)

4150 RETURN

4200 REM Di spl ay nenu screen

4210 SCREEN 0: WDTH 80: COLOR 15, 1: CLS

4220 VHILE @& = "" OR INSTR("AEI X", ) =0

4230 LOCATE 1, 27: PRI NT "STRANGE ATTRACTOR PROGRAM'
4240 PRI NT TAB(27); "1BM PC BASI C Version 2.0"

4250 PRI NT TAB(27); "(c) 1993 by J. C. Sprott"

4260 PRI NT : PRI NT

4270 PRI NT TAB(27); "A. Search for attractors"

4280 PRI NT TAB(27); "C. Clear screen and restart”

4290 | F ODE% > 1 THEN PRI NT TAB(27); "D. Systemis 4-D special map ";

+ ODE%; " ": GOTO 4320
4300 PRI NT TAB(27); "D: Systemis"; STR$(D%; "-D polynomal ";

4310 IF ODE% = 1 THEN PRINT "ODE" ELSE PRI NT " map"
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4320

4330

4340

4350

4360

4370

4380

4390

4400

4410

4420

4430

4440

4450

4460

4470

4480

4490

4500

4510

4520

4530

4540

PRI NT TAB(27);

PRI NT TAB(27);

"E. Evaluate attractors"

"H Fourth dinension is

IF FTH% = 0 THEN PRI NT "projection"

IF FTH% = 1 THEN PRI NT "bands "

IF FTH% = 2 THEN PRINT "col ors "

PRI NT TAB(27);

PRI NT TAB(27);

PRI NT USI NG "#";

PRI NT TAB(27);

"I Input code from keyboard"

"N Nunber of

"P. Projectionis ";

Cl NT( LOG( NVAX -

IF PIJT% = 0 THEN PRI NT "pl anar "

IF PJT% = 1 THEN PRI NT "spherical "

IF PIT% = 2 THEN PRINT "horiz cyl"

IF PJT% = 3 THEN PRINT "vert cyl "

IF PIT% = 4 THEN PRI NT "toroidal "

PRI NT TAB(27);
| F TRD% =
| F TRD% =
| F TRD% =
| F TRD% =
| F TRD% =
| F TRD% =
| F TRD% =

PRI NT TAB(27);

"R Third dinension is

0 THEN

1 THEN

2 THEN

3 THEN

4 THEN

5 THEN

6 THEN

PRI NT "projection"
PRI NT "shadow "
PRI NT "bands "
PRI NT "col ors "
PRI NT "anagl yph "
PRI NT "stereogrant

PRI NT "slices "

"S: Sound is ";

iterations is 10MN";

1000) / LOG 10))
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4550
4560
4570
4580
4590
4600
4610
4620
4630

4640

4700
4710

4720
4770

4730
4740
4750
4760
4770
4780
4790
4800

4810

506

I'F SND% = 0 THEN PRI NT "of f"
IF SND% = 1 THEN PRINT "on "
PRI NT TAB(27); "V: ";
IF SAV% = 0 THEN PRINT "No data will be saved
IF SAV% > 0 THEN PRI NT FAV$;, " will be saved in "; FAVS;
PRI NT TAB(27); "X Exit progrant
@ = | NKEYS
IF @ <> "" THEN GOsSUB 3600 ' Respond to user command
VEEND
RETURN
REM Get di nensi on and order

D% = 1 + | NT((ASC(LEFT$(CODE$, 1)) - 65) / 4)

|F D% > 6 THEN ODE% = ASC(LEFT$(CODE$, 1)) - 87: D% = 4: GOSUB 6200:

IF D% > 4 THEN D% = D% - 2: ODE% = 1 ELSE ODE% = O
O% = 2 + (ASC(LEFT$(CODE$, 1)) - 65) MD 4

Mo=1: FOR1%=1TOD®W Mb6o= Mo* (CGh+ 1%: NEXT | %

IF D%>2 THEN FOR 1% =3 TOD®%w Mo= Mo/ (1%- 1): NEXT 1%
I F LEN(CODE$) = Mo+ 1 OR QWo <> 1 THEN GOTO 4810

BEEP "Il egal code warning

WHI LE LEN( CODE$) < MW+ 1: CODE$ = CODE$ + "M': VEND

| F LEN(CODE$) > M+ 1 THEN CODE$ = LEFT$(CODE$, Mk + 1)
RETURN

" DATA. DAT"
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4900 REM Save attractor to disk file SA DIC

4910 OPEN "SA. DI C' FOR APPEND AS #1

4920 PRI NT #1, CODES$; : PRINT #1, USING "## ##"; F, L
4930 CLOSE #1

4940 RETURN

5000 REM Pl ot point on screen
5010 C4% = WH%

5020 I F D% < 4 THEN GOTO 5050

5030 |F FTH% =1 THEN IF INT(30 * (W- WA N) / (WAX - WM N)) MOD 2 THEN GOTO
5330

5040 IF FTH% = 2 THEN C4% = 1 + INT(NC% * (W- WAN) / (WAX - WM N) + NC%
MOD NC%

5050 | F D% < 3 THEN PSET (XP, YP): GOTO 5330 'Skip 3-D stuff

5060 | F TRD% = 0 THEN PSET (XP, YP), C4%

5070 I F TRD% <> 1 THEN GOTO 5130

5080 IF D% > 3 AND FTH% = 2 THEN PSET (XP, YP), C4% GOTO 5110
5090 C% = PO NT(XP, YP)

5100 | F C%= COLRY2) THEN PSET (XP, YP), COLR%3) ELSE | F C% <> COLR%3) THEN
PSET (XP, YP), COLRY%2)

5110 XP =XP - XZ * (Z- ZMN: YP=YP - YZ * (Z - ZMN)
5120 | F PO NT(XP, YP) = COLRW 1) THEN PSET (XP, YP), O
5130 | F TRD% <> 2 THEN GOTO 5160

5140 |F D% > 3 AND FTH% = 2 AND (INT(15 * (Z - ZMN) / (ZMAX - ZMN) + 2) MD
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2) =

5150

1 THEN PSET (XP, YP), CA%

+ 4) MOD 4): PSET (XP, YP), C%

5160 | F TRD% = 3 THEN PSET (XP, YP),

+ NC% MOD NC%

5170 I F TRD% <> 4 THEN GOTO 5240

I|F D%< 4 OR FTH% <> 2 THEN C% = COLRY%INT(60 * (Z - ZMN) / (ZMAX - ZM N)

COLRA I NT(NC% * (Z - ZMN) /| (ZMAX - ZM N)

C4%

C4%

5180 XRT = XP + XZ * (Z - ZA): C% = PO NT(XRT, YP)

5190 I F C% = WH% THEN PSET (XRT, YP), RD%

5200 I F C% = CY% THEN PSET (XRT, YP), BK%

5210 XLT = XP - XZ * (Z - ZA): %= PO NT(XLT, YP)

5220 | F C% = WH% THEN PSET (XLT, YP), CY%

5230 I F C% = RD% THEN PSET (XLT, YP), BK%

5240 IF TRD% <> 5 THEN GOTO 5280

5250 HSF = 2 "Horizontal scale factor

5260 XRT = XA + (XP + XZ * (Z - ZA) - XL) / HSF: PSET (XRT, YP),
5270 XLT = XA + (XP - XZ * (Z - ZA) - XH) / HSF: PSET (XLT, YP),
5280 IF TRD% <> 6 THEN GOTO 5330

5290 DZ = (15 * (Z- ZMN) / (ZMAX - ZMN) + .5) / 16

5300 XP = (XP - XL + (INT(16 * DZ) MOD 4) * (XH - XL)) / 4 + XL
5310 YP = (YP - YL + (3 - INT(4 * DZ) MDD 4) * (YH- YL)) / 4 + YL
5320 PSET (XP, YP), CA%

5330 RETURN

5400 REM Pl ot background grid
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5410

5420

5430

5440

5450

5460

5470

5480

5490

5600

5610

5620

5630

FOR 1% =0 TO 15 "Draw 15 vertical grid lines

XP = XMN + 1%* (XMAX - XMN) / 15
LINE (XP, YMN)-(XP, YMAX), O
NEXT | %
FOR 1% =0 TO 10 "Draw 10 horizontal grid lines
YP = YMN+ 1%* (YMMX - YMN / 10
LINE (XM N, YP)-(XMAX, YP), O
NEXT | %
RETURN
REM Set col ors

NC% = 15 " Nunber of colors
COLR{0) = 0: COLR#1l) = 8: COLR¥{2) = 7: COLR®3) = 15

IF TRD% =3 OR (D% > 3 AND FTH% = 2 AND TRD% <> 1) THEN FOR 1% = 0 TO NC%

COLRA 1% = 1%+ 1: NEXT | %

5640 WH% = 15: BK% = 8: RD% = 12: CY% = 11

5650

5660

5670
5720

5680

5690

5700

5710

IF SM6 > 2 THEN GOTO 5720 ' Not in CGA node
WD% = 80: IF D% < 3 THEN SCREEN 2: GOTO 5720

IF (TRD% =0 OR TRD% > 4) AND (D% = 3 OR FTH% <> 2) THEN SCREEN 2: GOTO

W D% = 40: SCREEN 1
COLR%0) = 0: COLRW1) = 2: COLR¥2) = 1: COLR%3) = 3
W% = 3: BK% = 0: R = 2. CY%= 1

FOR 1% =4 TONC% COLR¥{I1% = COLR¥I% MOD 4 + 1): NEXT | %
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5720

5800
5810
5820
5830
5840

5850

5900
5910
5920
5930

5940

6000
6010
6020
6030
6040
6050
6060

6070

510

RETURN

REM Pr ocess eval uati on conmmand

IF Q@ =" " THEN T% = 2: NE = NE + 1. CLS

IF @ = CHR$(13) THEN T% = 2: NE = NE + 1. CLS : GOSUB 5900

IF B = CHR$(27) THEN CLS : GOSUB 6000: @ =" ": Qwe= 0: GOTO 5850
|F Qb <> CHR$(27) AND I NSTR("CHNPRVS', ) = 0 THEN G = ""

RETURN

REM Save favorite attractors to disk file FAVORITE. DI C

OPEN "FAVORI TE. DI C' FOR APPEND AS #2
PRI NT #2, CODE$
CLOSE #2

RETURN

REM Update SA.DIC file

LOCATE 11, 9: PRINT "Eval uation conpl ete"
LOCATE 12, 8: PRINT NE, "cases eval uated"
OPEN " SATEMP. DI C' FOR QUTPUT AS #2

IF QWo = 2 THEN PRI NT #2, CODE$

VWH LE NOT EOF(1): LINE INPUT #1, CODE$: PRI NT #2, CODE$:

CLGSE

KILL "SA. DI C'

VEEND



6080 NAME "SATEMP.DIC' AS "SA DI C'

6090 RETURN

6200 REM Speci al function definitions

6210 ZNEW= X * X + Y * Y "Default 3rd and 4th di nension

6220 WNEW = (N - 100) / 900: IF N > 1000 THEN WNEW = (N - 1000) / (NVAX - 1000)
6230 I F ODE% <> 2 THEN GOTO 6270

6240 Mo = 10

6250 XNEW = A(1) + A(2) * X + A(3) * Y + A(4) * ABS(X) + A(5) * ABS(Y)
6260 YNEW = A(6) + A(7) * X + A(8) * Y + A(9) * ABS(X) + A(10) * ABS(Y)
6270 | F ODE% <> 3 THEN GOTO 6310

6280 Mo = 14

62900  XNEW= A(1) + A(2) * X + A(3) * Y + (CINT(A(4) * X) AND CI NT(A(5) * Y))
+ (CNT(A(6) * X) OR CNT(A(7) * Y))

6300  YNEW= A(8) + A(9) * X + A(10) * Y + (CINT(A(11) * X) AND CI NT(A(12) *
Y)) + (CINT(A(13) * X) OR CINT(A(14) * Y))

6310 I F ODE% <> 4 THEN GOTO 6350
6320 Mo = 14

6330  XNEW= A(1) + A(2) * X + A(3) * Y + A(4) * ABS(X) ~ A(5) + A(6) * ABS(Y)
A AT

6340 YNEW= A(8) + A(9) * X + A(10) * Y + A(11) * ABS(X) "~ A(12) + A(13) * ABS(Y)
A A(14)

6350 | F ODE% <> 5 THEN GOTO 6390
6360 Mo = 18
6370 XNEW = A(1) + A(2) * X + A(3) * Y + A(4) * SIN(A(5) * X + A(6)) + A(7)

* SIN(A(8) * Y + A(9))
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6380  YNEW= A(10) + A(11) * X + A(12) * Y + A(13) * SIN(A(14) * X + A(15)) +
A(16) * SIN(A(17) * Y + A(18))

6390 I F ODE% <> 6 THEN GOTO 6450
6400 Mo= 6

6410

FN<2 T THENAL = TWOPI / (13 + 10 * A(6)): SINAL = SI N(AL): COSAL = COS(AL)
6420 DUM= X + A(2) * SIN(A(3) * Y + A(4))

6430  XNEW= 10 * A(1l) + DUM* COSAL + Y * SINAL

6440  YNEW= 10 * A(5) - DUM* SINAL + Y * COSAL

6450 | F ODE% <> 7 THEN GOTO 6500

6460  Mh= 9

6470  XNEW= X + EPS * A(1) * Y

6480  YNEW= Y + EPS * (A(2) * X + A(3) * X* X* X + A(4) * X* X* Y + A5)
XY XY+ AB) FY+AT)FYFRYFY+AB) * SINZ)

6490 ZNEW= Z + EPS * (A(9) + 1.3): IF ZNEW> TWOPI THEN ZNEW = ZNEW - TWOPI

6500 RETURN

6600 REM Fi nd | egal graphi cs node
6610 SMo= SMhH- 1
6620 IF SMb6 = 0 THEN PRINT "This programrequires a graphics nonitor": STOP

6630 RESUME

6700 REM Project onto a horizontal cylinder

6710 PH = PT * (YMAX - YP)

6720 YP = YA + .5 * (YH - YL) * COS(PH)
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6730

6800

6810

6820

6830

6900

6910

6920

6930

6940

6950

7000

7010

7020

7030

7040

7050

7060

7070

RETURN

REM Proj ect onto a vertical cylinder

TH

TT * (XMAX - XP)

XP

XA + .5 * (XH - XL) * COS(TH)

RETURN

REM Project onto a torus (unity aspect ratio)

TH = TT * (XMAX - XP)

PH=2* PT * (YMAX - YP)

XP = XA + .18 * (XH - XL) * (1 + COS(TH)) * SIN(PH)
YP = YA+ .25 * (YH- YL) * (1 + COS(TH)) * COS(PH)

RETURN

REM Save dat a

IF N = 1001 THEN CLOSE #3: OPEN FAV$ + "DATA. DAT" FOR OUTPUT AS #3

I F SAV% = 1 THEN DUM = XNEW
I F SAV% = 2 THEN DUM = YNEW
I F SAV% = 3 THEN DUM = ZNEW

|F SAV% = 4 THEN DUM = WNEW
PRI NT #3, CSNG(DUM)

RETURN
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Appendix C

Other Computers and BASIC Versions

Here are some considerations for using the programs with non-IBM-compatible
computers and with different dialects of BASIC.

BASICA and GW-BASIC

These old versions of BASIC are mostly compatible with the program listings
in this book. They do not support VGA graphics, and the older versions don’t even
support EGA.Thusyou may have to change SM% = 12inline 1030 to alowernumber.
PROG28.BAS automatically selects an appropriate graphics mode.

These versions of BASIC do not support strings longer than 255 characters. The
easiest way to circumvent this problem is to limit the four-dimensional searches to

cubic polynomials. Adding the following line to the program after line 2680
accomplishes this:

2685 | F Mo > 253 THEN GOTO 2650

Turbo BASIC and PowerBASIC
The program listings in this book are compatible with Turbo BASIC and

PowerBASIC, except for a quirk with the CIRCLE command with VGA graphics that
requires the following change in line 3320:

3320 |F PJT%= 1 AND TRD% < 5 THEN | F SMpb < 11 THEN CI RCLE (XA, YA), .36 * (XH
- XL) ELSE CIRCLE (XA, YA), .5 * (YH - YL)
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VisualBASIC for MS-DOS

The programs as listed compile and run directly under VisualBASIC for MS-
DOS. This version of BASIC makes it easy for you to add pull-down menus, dialog
boxes, and mouse support to give the user interface a more modern look and feel.

VisualBASIC for Windows

One way to convert the programs to run as Microsoft Windows applications
is to use the utility TRNSLATE.EXE supplied with VisualBASIC for MS-DOS to translate
the programs into VisualBASIC for Windows. Many program differences must be
resolved, however.

A VisualBASIC for Windows version of the listing PROG06 but without the
keyboard strobe and sound capabilities is given in PROG06VB.BAS. VisualBASIC for
Windows 2.0 does not support the SOUND statement or INKEY$ function, although
these capabilities and many others are available through internal Windows drivers.
You can use this listing as a starting point for converting the other programs in this
book for use with Microsoft Windows. The accompanying disk contains a compiled
version of this program in the file SAWIN.EXE. To run this program under Windows 3.0
orlater, the VBRUN200.DLL run-time dynamic link library that comes with VisualBASIC
version 2.00, which is included on the accompanying disk, must be in a directory in
your search path.

PROGO6VB.BAS. VisualBASIC for Windows version of PROG06
VERSI ON 2. 00

Begi n For m PROG06VB

Capti on = "Strange Attractors”
Hei ght = 4620

Left = 828

Li nkTopi c = " For nL"

Scal eHei ght = 4200
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Scal eWdth = 6420
Top = 1128
W dt h = 6516
End
Def Dbl A-Z

Sub Form Activate ()

1000 Rem TWO- D MAP SEARCH Vi sual BASIC Ver 1.0 (c) 1993 by J. C Sprott

1020 ReDi m XS(499), A(504), V(99)

1040 PREV% = 5 ‘“Plot versus fifth previous iterate
1050 NVAX = 11000 “ Maxi mum nunber of iterations

1060 OVAX% = 2 ‘ Maxi mum order of polynonia

1070 D% = 2 ‘Di nensi on of system

1160 Random ze Ti mer ‘ Reseed random nunber gener ator
1190 GoSub 1300 “Initialize

1200 GoSub 1500 ‘Set paraneters

1210 GoSub 1700 ‘lterate equations

1220 GoSub 2100 ‘Display results

1230 GoSub 2400 ‘Test results

1240 On T% GoTo 1190, 1200, 1210
1250 O's

1260 End
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1300

1320

1350

1360

1370

1420

1500

1510

1520

1550

1560

1570

1580

1590

1630

1700

1720

1730

1830

1930

RemInitialize
Cs: Msg$ = "Searching..."

Current X

(Scal eWdth - TextWdth(Msg$)) / 2
CurrentY = (Scal eHei ght - Text Hei ght (Msg$)) / 2
Print Msg$

Ret urn

Rem Set paraneters

X = .05 “Initial condition
Y = .05

XE = X + .000001: YE =Y

GoSub 2600 ‘Get coefficients
T% = 3

P%=0: LSUM=0: N=0: N =0

XM N = 1000000!: XMAX = -XM N  YMN = XM N YMAX = XMAX
Ret urn
Rem | terate equations

XNEW = A(1) + X * (A(2) + A(3) * X + A(4) *Y)
XNEW = XNEW + Y * (A(5) + A(6) * )
YNEW= A(7) + X * (A(8) + A(9) * X + A(10) * V)

YNEW = YNEW + Y * (A(11) + A(12) * )
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2020

2030

2100
2110
2120
2130
2140
2150
2200
2210
2220
2230
2240
2250
2300

2320

2400
2410
2430
2460

2470

518

Ret urn

Rem Di splay results

If N< 100 O N > 1000 Then GoTo 2200
If X < XMN Then XM N = X
If X > XMAX Then XMAX = X
If Y<YMN Then YMN =Y
If Y > YMAX Then YMAX =Y
If N = 1000 Then GoSub 3100 ‘Resi ze the screen
XS(P% = X
P% = (P% + 1) Mod 500

1% = (P%+ 500 - PREV%) Mbdd 500

If D% =1 Then XP = XS(1%: YP = XNEWElse XP =X YP =Y

If N< 1000 O XP <= XL O XP >= XHO YP <= YL Or YP >= YH Then GoTo 2320
PSet (XP, YP) ‘Pl ot point on screen

Return

Rem Test results

I f Abs(XNEW + Abs(YNEW > 1000000! Then T% = 2 ‘ Unbounded
GoSub 2900 ‘ Cal cul ate Lyapunov exponent
If N>= NVAX Then T% = 2 ‘Strange attractor found

If Abs(XNEW- X) + Abs(YNEW- Y) < .000001 Then T% = 2



2480

2490

2510

2520

2550

2600

2650

2660

2680

2690

2700

2710

2720

2730

2740

2750

2760

2800

2810

2820

2830

If N> 100 And L < .005 Then T% = 2 ‘Limt cycle
DoEvent s ‘ Respond to user conmand
X = XNEW ‘Updat e val ue of X

Y = YNEW

Return

Rem Get coefficients

O% =2+ Int((OVMAX%- 1) * Rnd)
CODE$ = Chr$(59 + 4 * D% + O%

M6o= 1. For 1% =1 To D% Moo= Mo* (O%+ 1%: Next 1%

For 1% =1 To Mxt ‘ Construct CODE$
GoSub 2800 “ Shuf fl e random nunbers
CODE$ = CODE$ + Chr$(65 + Int(25 * RAN))
Next | %
For 1% =1 To Mx% ‘Convert CODES$ to coefficient values
A(lY = (Asc(Md$(CODES, 1%+ 1, 1)) - 77) / 10
Next | %
Return
Rem Shuffl e random nunbers

If V(0) = 0 Then For J% =0 To 99: V(J% = Rnd: Next J%
J% = Int (100 * RAN)

RAN = V(J%
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2840

2850

2900
2910
2930
2940
2960
2970
2980
2990
3000
3020
3030
3040

3070

3100
3110
3120
3130
3160

3170
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V(J%

= Rnd

Ret urn

Rem Cal cul at e Lyapunov exponent

XSAVE = XNEW YSAVE = YNEW X = XE

GoSub

DLX

DL2

If CSng(DL2) <= 0 Then GoTo 3070

Ret ur

1700

Y = YE

‘Reiterate equations

XNEW - XSAVE: DLY = YNEW - YSAVE

DLX *

DF

RS

XE

XNEW =

DLX + DLY * DLY

1000000000000# * DL2

1/ Sqr(DF)

XSAVE:  YNEW = YSAVE

XSAVE + RS * (XNEW - XSAVE):

‘Don’t divide by zero

If DF > 0 Then LSUM = LSUM + Log(DF):

L = .721347 * LSUM/ NL

n

Rem Resi ze the screen

If D% =1 Then YMN = XM N YMAX = XMAX

[f XMAX - XM N < . 000001 Then XM N

If YMAX - YM N < . 000001 Then YM N

MX

XL

1% (XMAX - XMN): MY = .1 * (YMAX - YMN)

XM N -

MX: XH = XMAX + MX:

YL

XM N - . 0000005: XMAX

NL

YE = YSAVE + RS * (YNEW - YSAVE)

NL + 1

XMAX + . 0000005

YM N - .0000005: YMAX = YMAX + . 0000005

= YMN -

MY:

YH = YMAX + WY



3180 Scale (XL, YL)-(XH, YH: Os

3460 Return

End Sub

QuickBASIC for Apple Macintosh Systems

If you want to run the programs on an Apple Macintosh, the easiest way is to
use the Macintosh version of QuickBASIC. Unfortunately, this BASIC (at least in
version 1.0) is not very compatible with any of the IBM BASICs. Also, it lacks many
important and useful commands, although most of the missing features (such as
color) are available through BASIC calls to the Macintosh Toolbox. An alternate
though probably equally difficult approach is to convert the C source listing in
Appendix D for use with one of the C compilers available for the Macintosh.

The QuickBASIC for Macintosh version of the programs typically executes
more slowly than those compiled with the IBM version of QuUickBASIC. For example,
the program used to produce the data in Table 2-2 finds about 106 attractors per
hourwhen compiled with the Macintosh version of QuickBASIC andrun on a 25 MHz
Macintoshliciwith a floating-point coprocessor and only 14 perhourwhen using the
QUICkBASIC interpreter on the same computer.

To get you started, the listing PROG06QB.MAC is a QuickBASIC for Macintosh
version of PROG06. You can use it as a starting point for converting the other
programs in this book for use on the Macintosh. You can use the Apple File
Exchange utility to transfer PROG0O6QB.MAC on the accompanying disk to a
Macintosh with a high density (1.4-MB) disk drive.

PROG06QB.MAC. Macintosh QuickBASIC version of PROG06
1000 REM TWO- D MAP SEARCH Maci nt osh Qui ckBASIC Ver 1.0 (c) 1993 by J. C. Sprott
1010 DEFDBL A-Z ‘Use doubl e precision

1020 DI M XS(499), A(504), V(99)
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1040 PREV% = 5 ‘“Plot versus fifth previous iterate

1050 NVAX = 11000 “ Maxi mum nunber of iterations
1060 OVAX% = 2 ‘ Maxi mum order of pol ynoni al
1070 D% = 2 ‘ Di nensi on of system

1100 SND% = O “Turn sound off

1160 RANDOM ZE TI MER ‘ Reseed random nunber generator
1190 GOSUB 1300 “Initialize

1200 GOSUB 1500 ‘Set paraneters

1210 GOsSUB 1700 ‘lterate equations

1220 GOSUB 2100 ‘Display results

1230 GOSUB 2400 ‘Test results

1240 ON T% GOTO 1190, 1200, 1210
1250 CLS

1260 END

1300 REM I nitialize

1320 WNDOW 1, "Strange Attractors", (0, 36)-(SYSTEM5), SYSTEM®6)), 1
1350 MENU 2, 0, 1, "Options": MENU 2, 1, SND% + 1, "Sound"

1360 WV = WNDOWN2) / 2: WH = WNDON3) / 2: CLS

1370 BUTTON 1, 1, "Searching...", (WV- 45, WH - 10) - (WV+ 45, WH + 10)

1420 RETURN

1500 REM Set paraneters
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1510 X = .05 ‘Initial condition

1520 Y = .05

1550 XE = X + .000001: YE =Y

1560 GOSUB 2600 ‘Get coefficients

1570 T% = 3

1580 P% = 0: LSUM=0: N=0: NL =0

1590 XM N

1000000!: XMAX = -XM N YM N = XM N YMAX = XMAX

1630 RETURN

1700 REM Iterate equations

1720 XNEW = A(1) + X * (A(2) + A(3) * X + A(4) *Y)
1730 XNEW = XNEW + Y * (A(5) + A(6) * )

1830 YNEW = A(7) + X * (A(8) + A(9) * X + A(10) *Y)
1930 YNEW = YNEW+ Y * (A(1l) + A(12) * V)

2020 N = N + 1

2030 RETURN

2100 REM Di splay results

2110 IF N < 100 OR N > 1000 THEN GOTO 2200

2120 IF X< XMN THEN XM N = X
2130 I F X > XMAX THEN XMAX = X
2140 IFY<YMNTHEN YMN =Y
2150 IF Y > YMAX THEN YMAX = Y
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2200 I F N = 1000 THEN GOsSUB 3100 ‘Resi ze the screen

2210 XS(P% = X

2220 P% = (P% + 1) MOD 500

2230 1% = (P% + 500 - PREV% MOD 500

2240 IF D% =1 THEN XP = XS(19%: YP = XNEWELSE XP = XX YP =Y

2250 IF N < 1000 OR XP <= XL OR XP >= XH OR YP <= YL OR YP >= YH THEN GOTO 2320
2300 PSET (WW* (XP - XL) / (XH - XL), WH* (YH - YP) / (YH - YL))

2310 I F SND% = 1 THEN GOSUB 3500 ‘ Produce sound

2320 RETURN

2400 REM Test results

2410 I F ABS(XNEW + ABS(YNEW > 1000000! THEN T% = 2 ‘ Unbounded

2430 GOSUB 2900 ‘ Cal cul ate Lyapunov exponent

2460 IF N >= NVAX THEN T% = 2 ‘Strange attractor found

2470 1 F ABS(XNEW - X) + ABS(YNEW - Y) < .000001 THEN T% = 2

2480 |F N> 100 AND L < .005 THEN T% = 2 ‘Limt cycle

2490 B = INKEY$: |F LEN(@) THEN GOSUB 3600 ‘ Respond to user conmand

2500 | F MENU(0) = 2 AND MENU(1) = 1 THEN @8 = "S": GOSUB 3600

2510 X = XNEW ‘Updat e val ue of X
2520 Y = YNEW
2550 RETURN

2600 REM Get coefficients
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2650

2660

2680

2690

2700

2710

2720

2730

2740

2750

2760

2800

2810

2820

2830

2840

2850

2900

2910

2930

2940

O%=2 + INT((OVAX% - 1) * RND)

CODE$ = CHR$(59 + 4 * D% + O%

Mo= 1. FORI1%=1TOD®w Mo= Mo* (Ob+ |%: NEXT |%
FOR 1% =1 TO Mr ‘ Construct CODE$
GOSuUB 2800 * Shuf fl e random nunbers

CODE$ = CODE$ + CHR$(65 + INT(25 * RAN))
NEXT | %

FOR 1% =1 TO Mxb

A1 = (ASC(MD$(CODES, 1%+ 1, 1)) - 77) [
NEXT | %
RETURN
REM Shuf fl e random nunbers

IF V(0) = 0 THEN FOR J% = 0 TO 99: V(J% = RND: NEXT J%

J% = INT(100 * RAN)
RAN = V(J%
V(J% = R\D

RETURN

REM Cal cul at e Lyapunov exponent
XSAVE = XNEW YSAVE = YNEW X = XE: Y = YE N =
GosuB 1700 ‘Reiterate equations

DLX = XNEW - XSAVE: DLY = YNEW - YSAVE

10

N -

‘Convert CODE$ to coefficient val ues

1
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2960 DL2 = DLX * DLX + DLY * DLY

2970 | F CSNG(DL2) <= 0 THEN GOTO 3070 ‘Don’ t divide by zero
2980  DF = 1000000000000# * DL2

2990 RS = 1 / SQR(DF)

3000  XE = XSAVE + RS * (XNEW- XSAVE): YE = YSAVE + RS * (YNEW- YSAVE)

3020 XNEW = XSAVE: YNEW = YSAVE
3030 IF DF > 0 THEN LSUM = LSUM + LODF): NL = NL + 1
3040 L = .721347 * LSUM/ NL

3070 RETURN

3100 REM Resi ze the screen

3110 IF D% =1 THEN YM N = XM N YMAX = XMAX

3120 I F XMAX - XM N < . 000001 THEN XM N = XM N - . 0000005: XMAX = XMAX + . 0000005
3130 IF YMAX - YM N < . 000001 THEN YM N = YM N - .0000005: YMAX = YMAX + . 0000005

3160 MX

1Y (XMAX - XMN): MY = .1 * (YMAX - YMN)

3170 XL XMN - MG XH = XMAX + M YL = YM N - MY: YH = YMAX + MY

3180 W = W NDON(2): WH

W NDOW 3): BUTTON CLCSE 0: CLS

3460 RETURN

3500 REM Pr oduce sound
3510 FREQo = 220 * 2 ~ (CINT(36 * (XNEW- XL) / (XH - XL)) [/ 12)
3520 DUR = 1

3540 SOUND FREQ¥% DUR | F PLAY(0) THEN PLAY " MF"
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3550

3600

3610

3630

3770

3800

RETURN

REM Respond to user comrand

IF @ ="S" THEN SND% = (SND%+ 1) MOD 2: T%= 3: MENU 2, 1, SND%+ 1, "Sound"

T% =0
IF ASC(Q8) > 96 THEN Q@& = CHR$(ASC(B) - 32)
RETURN
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Appenix D

C Program Listing

This appendix contains a translation of the BASIC program PROG28.BAS (Appendix
B) intfo the C language. The C language is preferred by many programmers
because of its efficiency, economy, and portability. However, the language is
relatively sparse andrelies on machine-specific, run-time libraries for most input and
output. Although there is a C standard (ANSI C), many necessary extensions are
incorporated into various C compilers. These extensions also differ from one
platform to another.

The listing here should compile and run without modification under Microsoft
QuickC version 2.5 on the IBM PC-compatible platform. Some changes are re-
quired torun under other versions of C. The disk included with this book contains the
Microsoft QuickC source listing in a file named PROG28QC.C and a version
PROG28TC.CPP that should compile and run with Borland Turbo C++ version 3.0. The
programs compile using the small memory model with either compiler. However,
you will probably find that the C versions run at about the same speed as the
Microsoft QuickBASIC or VisualBASIC for MS-DOS version, and somewhat slower
than the PowerBASIC version.

The C versions of the program are fairly literal franslations of the BASIC version.
All variables are global and retain the same names as in the BASIC version. The
BASIC subroutines have been convertedinto C functions whose names correspond
to the BASIC line numbers. No variables are passed to or from any of the functions.
The level of indentation is minimal. The program assumes the computer has VGA
color graphics. PROG28QC.C should compile to a fully functional program, except
for the fact that QuickC lacks a sound function.

PROG28QC.C. Microsoft QuickC version of PROG28.BAS

[ * STRANGE ATTRACTOR PROGRAM QuickC Ver 2.0 (c) 1993 by J. C. Sprott */

#i ncl ude <dos. h>

#i ncl ude <stdi o. h>
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#i ncl ude <graph. h>

#i ncl ude <mat h. h>

int PREV, OVAX, D, ODE, SND, PJT, TRD, FTH, SAV, T, WD, QM P, TWOD
int M I, I1 12, O 13, 14, 15, J, WH FREQ 4, NC, C, RD CY, BK

int COLR] 16] ;

char CODE[ 515], Q

char FAV[ 9] = "XDATA. DAT";

doubl e NMAX, EPS, TWOPI, SEG NE, X, Y, Z, W XE, YE, ZE, W, LSUM N, NL;
double N1, N2, XM N, XMAX, YM N, YMAX, ZM N, ZMAX, WM N, WWAX, XNEW YNEW
doubl e ZNEW WNEW XP, YP, RAN, XSAVE, YSAVE, ZSAVE, WSAVE, DLX, DLY, DLZ;
double DLW DL2, DF, RS, L, MX, MY, XL, XH YL, YH XA YA ZA TT, PT, TIA
double Xz, Yz, DUR, D2MAX, DX, DY, Dz, DW D2, F, TH, PH, XRT, XLT, HSF, AL,
doubl e SI NAL, COCSAL, DUM SW SH,

doubl e XS[500], YS[500], ZS[500], WS[500], A[505], V[100], XY[5], XN[5];

uni on REGS regs;

FILE *F1, *F2, *F3;

mai n()

529



PREV = 5; /* Plot versus fifth previous iterate */
NMAX = 11000; /* Maxi mum nunber of iterations */

OVAX = b5; /* Maxi mum or der of polynom al */

D=2 /* Di mension of system*/

EPS = .1; /* Step size for CDE */

CDE = 0; [* Systemis map */

SND = 0; /* Turn sound off */

PJT = 0O; [* Projection is planar */

TRD = 1; /* Display third di nension as shadow */
FTH = 2; /* Display fourth dinmension as colors */
SAV = 0; /* Don't save any data */

TWOPI = 6.28318530717959; [* A useful constant (2 pi) */

srand(tinme()); /* Reseed random nunber generator */
fun4200(); /* Display nenu screen */
T=1;
if (Q=='X) T = 0; /[* Exit immediately on command */
while (T) {

switch (T) {

case 1: funl300(); [/* Initialize */
case 2: funl500(); /* Set parameters */
case 3: funl700(); /* Iterate equations */

case 4: fun2100(); /* Display results */
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case 5: fun2400(); /* Test results */

}
}
_cl earscreen(_GCLEARSCREEN) ; /* Erase screen */
_set vi deonode( _DEFAULTMODE) ; /* and restore video node */
}

funl1300() /* Initialize */

{

_setvi deonode( _VRES16COLOR) ; /* Assume VGA graphics */
WD = 80; /* Number of text columms */
_cl ear screen(_GCLEARSCREEN) ;

_settextposition(13, WD/ 2 - 6);

printf("Searching...");

fun5600() ; /* Set colors */

if(Qv==2) {

NE = O;

fcl ose(F1);

F1 = fopen("SA.DIC', "a");

fcl ose(Fl1);

F1 = fopen("SA.DIC', "r");
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funl500() /* Set paraneters */

{

X = .05; /* Initial condition */
Y = .05

Z = .05

W= .05

XE = X + .000001

YE =Y,

ZE = Z,

VE = W

fun2600() ; /* Get coefficients */
T=3;

P = 0;

LSUM = 0;

N = 0;

NL = O;

N1 = O;

N2 = 0;

XM N = 1000000;

XMAX = - XM N,
YMN = XM N,

YMAX = XMAX;
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ZM N = XM N,

ZNAX = XMAX;

VWM N = XM N,

WVAX = XMAX;

TWOD = rotl (1, D);
}

funl700() /* Iterate equations */

{
if (ODE > 1)

fun6200() ; /* Special function */
el se {

M= 1;

XY[1] = X

XY[2] =Y,

XY[3] = Z

XY[4] = W

for (I =1; 1 <=D; I++) {
XN[1] = AIM;

M= M+ 1;

for (11 =1; 11 <=D; 11++) {
XN[IT = XN[I] + AIM * XY[11];

M=M+ 1,
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for (12 =11; 12 <= D, 12++) {
XN[IT = XN[I]T + ALM * XY[11] * XY[12];

M= M+ 1;

for (13 =12; O>2 && 13 <= D, |13++) {

XN[I]T = XN[I]T + ALM * XY[11] * XY[12] * XY[13];

M= M+ 1;

for (14 =13; O> 3 && 14 <= D, |4++) {

XN[IT = XN[I]T + ALM * XY[11] * XY[12] * XY[13] * XY[14];
M= M+ 1;

for (I5=14; O> 4 & 15 <= D, |5++) {

XN[IT = XN[1] + AIM * XY[11] * XY[12] * XY[13] * XY[14] * XY[I15];
M= M+ 1;
1111}
if (ODE == 1) XN[I] = XY[1] + EPS * XN[I];
}
XNEW = XN[ 1] ;
YNEW = XN[ 2] ;
ZNEW = XN 3] ;
WNEW = XN[ 4] ;
}
N=N+1
M=M- 1
}
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fun2100() /* Display results */

{

if (N>= 100 & N <= 1000) {
if (X< XMN XMN = X
if (X > XMAX) XMAX = X;
if (Y<YMN YMN =Y,
if (Y > YMAX) YMAX = ;
if (Z<ZMN ZMN = Z
if (Z > ZMAX) ZMAX = Z;
if (W< WIN WAN =W
if (W> WAX) WWAX = W

}

if ((int)N == 1000) fun3100(); /* Resize the screen */

XS[P] = X;

YS[P] = V;

ZS[P] = Z;

VB[P = W

P= (P + 1) %500;

| = (P + 500 - PREV) % 500;

if (D==1) {
XP = XS[1];
YP = XNEW
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el se {
XP = X
YP =Y,
}

if (N>= 1000 & & XP > XL && XP < XH && YP > YL && YP < YH) {

if (PJT == 1) fun4100(); /* Project onto a sphere */
if (PIT == 2) fun6700(); /* Project onto a horizontal cylinder */
if (PJT == 3) fun6800(); /* Project onto a vertical cylinder */
if (PJT == 4) fun6900(); /* Project onto a torus */
fun5000() ; /[* Plot point on screen */
if (SND == 1) fun3500(); /* Produce sound */

}

}

fun2400() /* Test results */

{

if (fabs(XNEW + fabs(YNEW + fabs(ZNEW + fabs(WNEW > 1000000) T = 2

if (QM!l=2) { /* Speed up eval uation node */
fun2900(); /* Cal cul ate Lyapunov exponent */
fun3900() ; /* Calculate fractal dinmension */
if (M == 0) { /* Skip tests unless in search node */

if (N >= NVAX) { /* Strange attractor found */
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T = 2;
fun4900() ; /* Save attractor to disk file SA. DI C */

}

if (fabs(XNEW- X) + fabs(YNEW- Y) + fabs(ZNEW- Z) + fabs(WNEW- W <

.000001) T = 2;

if (N>100 & L < .005) T =2; /* Linit cycle */

}
if (kbhit()) Q= getch(); else Q = 0;
if (Q fun3600(); /* Respond to user command */

if (SAV > 0) if (N> 1000 & N < 17001) fun7000(); /* Save data */

X = XNEW /* Update value of X */
Y = YNEW

Z = ZNEW

W= WNEW

}

fun2600() /* Get coefficients */
{
if (M==2) { /* In eval uate node */
f get s(CODE, 515, F1);
if (feof (F1)) {
M = 0;

fun6000() ; /* Update SA.DIC file */
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}

el se {
fun4700(); /* Get dinension and order */
fun5600() ; /* Set colors */
}
}
if (M == 0) { /* In search node */
O=2+ (int)floor((OVAX - 1) * (float)rand() / 32768.0);
CODE[0] =59 +4* D+ O+ 8 * ODE
if (ODE > 1) CODE[0O] = 87 + ODE
fun4700(); /* Get value of M*/
for (I =1; I <=M |++) { [/* Construct CODE */
fun2800() ; /* Shuffle random nunbers */
CODE[I] = 65 + (int)floor(25 * RAN)
}
CODE[M + 1] = 0;
}
for (I =1; I <=M |I++) { [/* Convert CODE to coefficient values */
All] = (COoDE[I] - 77) [ 10.0;
}
}

fun2800() /* Shuffle random nunbers */
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{

if (VO] == 0) for (J = 0; J <= 99; J++) {V[J] = (float)rand() / 32768.0;}
J = (int)floor(100 * RAN);

RAN = V[ J];

V[J] = (float)rand() / 32768.0;

}

fun2900() /* Cal cul ate Lyapunov exponent */

{
XSAVE = XNEW
YSAVE = YNEW

ZSAVE = ZNEW

WEAVE = WNEW

X = XE

Y = YE

Z = ZE;

W= VE;

N=N- 1;

funl700(); /* Reiterate equations */

DLX = XNEW - XSAVE

DLY = YNEW - YSAVE;

DLz

ZNEW - ZSAVE;

DLW = VWNEW - WBAVE;
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DL2 = DLX * DLX + DLY * DLY + DLZ * DLZ + DLW * DLW

if (DL2 > 0) { [* Check for division by zero */
DF = 1E12 * DLZ2;
RS =1/ sqrt(DF);
XE = XSAVE + RS * (XNEW - XSAVE);
YE = YSAVE + RS * (YNEW - YSAVE);
ZE = ZSAVE + RS * (ZNEW - ZSAVE);
WE = WSAVE + RS * (WNEW - WSAVE) ;

XNEW = XSAVE;

YNEW = YSAVE;

ZNEW = ZSAVE;

VWNEW = WEBAVE;

LSUM

LSUM + | og(DF);

NL = NL + 1;

L = .721347 * LSUM/ NL;

if (DE==1 || OOE==7) L =L/ EPS;

if (N> 1000 & (int)N % 10 == 0) {
_settextposition(l, WD - 4);

printf("9.2f", L);
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fun3100() /* Resize the screen */

{

_setcol or (WH) ;

if (D==1) {
YMN = XM N,
YMAX = XMAX;

}

if (XMAX - XM N
XMN = XMN
XMAX = XMAX

}

if (YMAX - YM N
YMN = YMN
YMAX = YNMAX

}

if (ZMAX - ZM N
ZMN = ZM N
ZNAX = ZNAX

}

if (WWAX - WM N
VWM N = W N
WVAX = WVAX

}

. 000001) {
. 0000005;

. 0000005;

. 000001) {
. 0000005;

. 0000005;

. 000001) {
. 0000005;

. 0000005;

.000001) {
. 0000005;

. 0000005;
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MK = .1 % (XMAX - XM N);
MY = .1 * (YMAX - YMN);
XL = XM N - M
XH = XMAX + M
YL = YMN - M,;

YH = YMAX + 1.5 * M,

SW

640 /| (XH - XL):

SH =480 / (YL - YH);

_setvieworg((short)(-SW* XL), (short)(-SH * YH));

_cl ear screen(_GCLEARSCREEN) ;

YH=YH- .5* M,
XA = (XL + XH) [/ 2;
YA = (YL + YH) /| 2;
if (D>2) {

ZA = (ZMAX + ZMN) [ 2;
if (TRD == 1) {
_setcolor(COLR[ 1]);
_rectangle_ W _GFILLINTERIOR, SW* XL, SH * YL, SW* XH, SH * YH);
fun5400() ; /* Pl ot background grid */
}
if (TRD == 4) {
_setcol or (WH);

_rectangle_w(_GFILLINTERIOR, SW* XL, SH * YL, SW* XH, SH * YH);
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}
if (TRD == 5) {
_moveto W(SW* XA, SH * YL);

_lineto W(SW* XA, SH * YH);

if (TRD == 6) {

for (I

1; | <= 3; 1+4) {

XP XL + 1 * (XH - XL) / 4
_nmoveto_ W(SW* XP, SH * YL);
_lineto W(SW* XP, SH * YH);
YP =YL +1 * (YH- YL) / 4

_moveto W(SW* XL, SH * YP);

_lineto W(SW* XH, SH * YP);

}

if (PJT != 1) _rectangle W _GBORDER SW* XL + 1, SH* YL - 1, SW* XH - 1, SH
* YH + 1);

if (PJT == 1 & TRD < 5) _ellipse w_GBORDER, SW* XL - SH* (YH - YL) / 6, SH
* YH, SW* XH+ SH* (YH- YL) / 6, SH* YL);

TT = 3.1416 / (XMAX - XM N);

PT

3.1416 / (YMAX - YM N);
if (M == 2) { /* In evaluate node */

_settextposition(1, 1);
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printf("<Space Bar>: Discard <Enter>: Save");
if (WD >= 80) {

_settextposition(1, 49);

printf("<Esc> Exit");

_Settextposition(1l, 69);

printf("%l K left", (int)((filelength(fileno(Fl1)) - ftell(F1)) /
1024.0));

1}
el se {
_settextposition(1, 1);
if (strlen(CODE) < WD - 18)
_out t ext ( CODE) ;
el se {
printf("%.*s...", WD - 23, WD - 23, CODE);
}
_Settextposition(1l, WD - 17);
printf("F =");
_settextposition(1, WD - 7);

printf("L =");

}

TIA = .05 /* Tangent of illum nation angle */
XZ = -TIA* (XMAX - XM N / (ZMAX - ZMN);

YZ=TIA* (YMAX - YMN) / (ZMAX - ZM N);

}

544



fun3500() /* Produce sound */

{

FREQ = 220 * pow(2, (int)(36 * (XNEW- XL) / (XH - XL)) / 12.0);

DUR = 1,

if (D>1) DUR=pow(2, (int)floor(.5* (YH- YL) / (YNEW- 9 * YL/ 8 + YH/ 8)));
/* A sound statenent should be placed here */

}

fun3600() /* Respond to user comand */
{
if (Q>96) Q= Q- 32 /* Convert to uppercase */
if (QM == 2) fun5800(); /* Process eval uation conmmand */
if (strchr("ACDEHI NPRSVX', Q == 0) fun4200(); /* Display menu screen */
if (Q=="A) {
T=1;

QM = 0;

if (ODE > 1) D= ODE + 5:

if (ODE ==1) D=D + 2;

if (Q==°C) if (N> 999) N = 999;

D=1+ D %12;
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}
if (D>6) {
OE =D- 5
D=4
}
el se {
if (D> 4) {
QDE = 1;
D=D- 2
}
el se ODE = 0;
}
if (Q=="F) {
T=1
QM= 2
}

it (Q=="H) {

FTH = (FTH + 1) % 3;

T=3;
if (N> 999) {
N = 999;

fun5600() ;
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}
it (Q=="1"){
if (T'!=1) {
_set vi deonode( _TEXTC80) ;
_settextcol or(15);
_set bkcol or (1L);
_cl earscreen(_GCLEARSCREEN) ;
printf("Code? ");
I = 0;
CCDE[ 0] = O;
do {
CODE[I] = getche();
if (CODE[I] == 8 && I >=0) | =1 - 2;

if (CODE[1] == 27) {

}

while (CODE[1++] != 13 && | < 506);
CODE[| - 1] = 0;

if (CODE[0] == 0) {

Q=" "
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_cl earscreen(_GCLEARSCREEN) ; }

1000) + 1000;

el se {
T =1,
M= 1;
fun4700() ;
}
}
}
if (Q=="N) {
NVAX = 10 * (NMVAX -
if (NMAX > 1E10) NMAX = 2000
}
if (Q=="P) {
PIT = (PJT + 1) %5;
T = 3;
if (N> 999) N = 999;
}
if (Q=="R) {
TRD = (TRD + 1) % 7;

T=3;
if (N> 999) {
N = 999;

fun5600() ;
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}
if (Q=="8) {
SND = (SND + 1) % 2;
T = 3;
}
if (Q=="V) {
SAV = (SAV + 1) %5;
FAV[0] = 87 + SAV % 4;
T = 3;
if (N>0999) N = 999;
}

if (Q=='X) T =0;

}

fun3900() /* Calculate fractal dinension */
{
if (N >= 1000) { /* Wait for transient to settle */

if ((int)N == 1000) {

D2MAX = pow( XMAX - XM N, 2);

D2MAX = D2MAX + pow( YMAX - YM N, 2);
D2MAX = D2MAX + pow( ZMAX - ZM N, 2);
D2MAX = D2MAX + pow( WWAX - VWM N, 2);
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}

J=(P+ 1+ (int)floor(480 * (float)rand() / 32768.0)) % 500;

DX = XNEW- XS[J];
DY = YNEW- YS[J];
DZ = ZNEW- ZS[J];

DW= WNEW - WS[ J];
D2 = DX * DK + DY * DY + DZ * DZ + DW* DW
if (D2 < .001 * TWOD * D2MAX) N2 = N2 + 1;
if (D2 <= .00001 * TWOD * D2MAX) {
N1 = NL + 1;
F = .434294 * log(N2 / (N1 - .5));
_settextposition(1l, WD - 14);

printf("9%.2f", F);

fun4100() /* Project onto a sphere */

{

TH = TT * (XMAX - XP);

PH = PT * (YMAX - YP);

XP = XA + .36 * (XH - XL) * cos(TH) * sin(PH);

YP=YA+ .5* (YH- YL) * cos(PH);

550



fun4200() /* Display nenu screen */
{

_set vi deonode( _TEXTC80) ;
_settextcol or(15);

_set bkcol or (1L);

regs. h.ah = 1;
regs. h.ch = 1;
regs. h.cl = 0;
i nt86(16, &regs, &regs); [* Turn cursor off */

_cl ear screen(_GCLEARSCREEN) ;
while (Q==0]]| strchr("AEIX", Q == 0) {
_settextposition(1, 27);

printf("STRANGE ATTRACTOR PROGRAM n");

printf("9%6cl BM PC Qui ckC Version 2.0\n", * *);
printf("9%®6c(c) 1993 by J. C. Sprott\n", ‘ “);
printf("\n");

printf("\n");

printf("9%6cA: Search for attractors\n", * ‘);
printf("9%®6cC. Cdear screen and restart\n", * ‘);

if (ODE > 1) {

printf("%26cD. Systemis 4-D special map % \n", * *, 87 + ODE);}
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el se {
printf("9®R6cD. Systemis %l-D polynomal ", * ‘, D);

if (ODE == 1) printf("CDE\n"); else printf("map\n");

}
printf("%6cE: Evaluate attractors\n", * *);
printf("%®6cH Fourth dinmensionis ", * ');

if (FTH == 0) printf("projection\n");

if (FTH == 1) printf("bands \n");

if (FTH == 2) printf("colors \n");
printf("%6cl: Input code from keyboard\n", * *);
printf("%6cN. Nunmber of iterations is 10"%.0f\n", * ‘, 1 0oglO(NMAX - 1000));
printf("9%R6cP. Projectionis ", ' ');

if (PIT == 0) printf("planar \n");

if (PJT == 1) printf("spherical\n");

if (PIJT == 2) printf("horiz cyl\n");

if (PJT == 3) printf("vert cyl \n");

if (PJT == 4) printf("toroidal \n");
printf("%6cR Third dinensionis ", ' ‘);

if (TRD==0) printf("projection\n");
if (TRD == 1) printf("shadow \n");
if (TRD == 2) printf("bands \n");
if (TRD == 3) printf("colors \n");

if (TRD == 4) printf("anaglyph \n");
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if (TRD==05) printf("stereogramn");

if (TRD==6) printf("slices \n");
printf("9®6cS: Sound is ", ‘ ');
if (SND == 0) printf("off\n");
if (SND == 1) printf("on \n");
printf("w6cVvV: ", * ‘);
if (SAV == 0) printf("No data will be saved \n");

if (SAV > 0) printf("% will be saved i n Y%€DATA. DAT\ n",

printf("o®6c¢cX: Exit progrant, ‘ ');
if (kbhit()) Q= getch(); else Q=
if (Q fun3600(); /* Respond
}
}

fun4700() /* Get dinension and order */
{

D=1+ (int)floor((CODE[O] - 65) / 4);
if (D>6) {

ODE = CODE[0] - 87;

D = 4;

fun6200(); /* Speci al
}
el se {

0;

to user command */

function */

FAV[ 0] ,

FAV[ 0] ) ;
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if (D> 4) {

el se ODE = O;

O=2 + (CODE[0] - 65) % 4

M= 1;

for (I =1; | <= D, I++) {M=M* (O+ 1):}

if (D>2) for (I =3, 1 <=D 1++) {M=M/ (I - 1):}
}
if (strlen(CODE) '= M+ 1 & QM == 1) {

printf("\a"); /* Illegal code warning */

while (strlen(CODE) < M+ 1) strcat ( CODE,

M)

if (strlen(CODE) > M+ 1) CODE[M + 1] = 0;

fun4900() /* Save attractor to disk file SA D C */

{
F1 = fopen("SA.DIC', "a");
fprintf(F1, "%%. 2f %. 2f\n",
fclose(F1);

}
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fun5000() /* Plot point on screen */

if (FTH==1) if ((int)floor(30 * (W- WAN) / (WAX - WA N)) %2) return(0);

if (FTH==2) C4 =1+ (int)floor(NC* (W- WIN) / (WAX - WIN) + NC) %NC

{

4 = WH

if (D>3) {

}

if (D< 3) { [* Skip 3-D stuff */
_setpixel WSW* XP, SH * YP);
return(0);

}

if (TRD == 0) {
_setcolor(C4);
_setpixel _ WSW* XP, SH* YP);
}
if (TRD == 1) {
if (D> 3 & FTH == 2) {
_setcolor(C4);
_setpixel_ WwSW* XP, SH* YP);
}

el se {

C = _getpixel W(SW* XP, SH * YP);
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if (C==coR?2]) {
_setcol or (COLR[3]);
setpixel W(SW* XP, SH* YP);}
el se {
if (C!= COLR3]) {
_setcol or (COLR[ 2] ) ;

_setpixel wSW* XP, SH * YP);

}

XP

XP - XZ* (Z- ZMN);

YP=YP - YZ* (Z- ZMN);

if (_getpixel W(SW* XP, SH * YP) == COLR[1]) {
_setcolor(0);

_setpixel W(SW* XP, SH * YP);

}

if (TRD == 2) {

if (D>3 &% FTH == 2 && ((int)floor(15 * (Z - ZMN) / (ZMAX -

2) == 1) {
_setcol or (C4);}
el se {
C = COLR[(int)floor(60 * (Z - ZMN) / (ZMAX - ZMN) + 4)

_setcolor(0QO);
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}

_setpixel wSW* XP, SH * YP);

}

if (TRD

_setcolor (COLR[ (i nt)fl oor (NC *

_setpixel WSW* XP, SH * YP);

}

if (TRD
XRT
C =

if(

}

if (

}

XLT
C =

if(

== 3){

== 4) {
=XP + XZ * (Z -
_get pi xel _wW(SW *
== W) {
_setcol or (RD);

_setpi xel _w SW*

C == CY) {
_setcol or (BK);

_setpixel _wSW*

=XP - XZ* (Z -

_get pi xel _wW(SW *
== W) {

_setcolor(CY);

_set pi xel _wW(SW*

ZA);

XRT,

XRT,

ZA);

XLT,

XLT,

SH

SH

SH

SH

SH

(Z- ZMN) / (ZMAX - ZMN) + NO)

YP) ;

YP) ;

YP) ;

YP) ;

YP) ;

% NC] ) ;
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}
if (C=RD {
_setcol or (BK);

_setpixel wWSW* XLT, SH * YP);

}

if (TRD == 5) {

HSF 2; /* Horizontal scale factor */

XRT = XA + (XP + XZ * (Z - ZA) - XL) /| HSF;
_setcol or (C4);

_setpixel WSW* XRT, SH * YP);

XLT = XA + (XP - XZ * (Z - ZA) - XH) | HSF;

_setcolor(C4);

_setpixel WSW* XLT, SH * YP);

if (TRD == 6) {

DZ = (15 * (Z - ZMN) / (ZMAX - ZMN) + .5) / 16;

XP = (XP - XL + ((int)floor(16 * DZ) %4) * (XH - XL)) / 4 + XL;

YP

(YP - YL + (3 - (int)floor(4 * DZ) %4) * (YH- YL)) / 4 + YL;
_setcolor(C4);

_setpixel WSW* XP, SH * YP);
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fun5400() /* Plot background grid */

{

_setcolor(0);

for (I =

XP =

0; | <= 15; 1++)

XM N + 1|

* ( XMAX

_nmoveto W(SW* XP, SH

_lineto W(SW* XP, SH

for (I

YP

0; | <= 10; 1++)

YMN + |

* (YMAX

{

{

/* Draw 15 vertical grid lines */

XMN [/ 15;
YMN);

YMAX) ;

/* Draw 10 hori zont al

YMN [/ 10;

_moveto W(SW* XM N, SH * YP);

_lineto W(SW* XMAX, SH * YP);

fun5600() /* Set colors */

{

NC = 15;
COLR] 0]
COLR[ 1]
COLR] 2]

COLR] 3]

/* Nunber of colors */

grid lines */

559



if (TRD==3 || (D>3 & FTH==2 & TRD != 1)) {

for (I =0; I <= NC, I++) CORI] =1 + 1;
}
VWH = 15;
BK = 8;
RD = 12;
Cy = 11;
}

fun5800() /* Process evaluation conmmand */

NE = NE + 1,

_cl ear screen(_GCLEARSCREEN) ;

if (Q==13) {

T = 2;

NE = NE + 1,

_cl ear screen(_GCLEARSCREEN) ;

fun5900() ; /* Save favorite attractors to disk */
}
if (Q==27) {
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_cl earscreen(_GCLEARSCREEN) ;

fun6000() ; /* Update SADIC file */
Q=""1;
QM = 0;
}
el se {
if (strchr("CHNPRVS', Q == 0) Q = O;
}
}

fun5900() /* Save favorite attractors to disk file FAVORITE. DI C */
{

F2 = fopen("FAVORI TE.DIC', "a");

fprintf(F2, CODE);

fcl ose(F2);

}

fun6000() /* Update SA DICfile */
{

_Settextposition(1l, 9);
printf("Evaluation conplete\n");
_settextposition(1l2, 8);

printf(" %l cases evaluated", (int)NE);
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F2 = fopen("SATEMP.DIC', "W');
if (M == 2) fprintf(F2, CODE);
while (feof (F1) == 0) {
f get s(CODE, 515, F1);
if (feof (F1) == 0) fprintf(F2, CODE);
}
fcloseall ();
renove("SA. DIC");

renane(" SATEMP. DIC', "SA. DI C');

}

fun6200() /* Special function definitions */
{
ZNEW= X * X + Y * Y, /* Default 3rd and 4th di nension */
WNEW = (N - 100) / 900;
if (N> 1000) WNEW = (N - 1000) / (NMAX - 1000);
if (ODE == 2) {
M = 10;
XNEW = A[1] + A[2] * X+ A[3] * Y+ Al4] * fabs(X) + A[5] * fabs(Y);

YNEW= A[6] + A[7] * X + A[8] * Y + A[9] * fabs(X) + A[10] * fabs(Y);

if (ODE == 3) {

M= 14,
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XNEW = A[1] + A[2] * X + A[3] * Y + ((int)(A[4] * X+ .5) & (int)(A[5] * Y
+.5)) + ((int)(A[6] * X+ .5) | (int)(A[7] * Y + .5));

YNEW= A[8] + A[9] * X + A[10] * Y + ((int)(A[11] * X + .5) & (int)(A[12] *
Y +.5)) + ((int)(A[13] * X + .5) | (int)(A[14] * Y + .5));

}
if (ODE == 4) {
M= 14;

XNEW= Al 1] + A[2] * X+ A[3] * Y+ A 4] * powfabs(X), Al5]) + Al6] * powfabs(Y),
ATl

YNEW= A[8] + A[9] * X + A[10] * Y + A[11] * pow(fabs(X), A[12]) + A[13] *
pow(fabs(Y), A[14]);

}
if (ODE == 5) {
M= 18;

XNEW= A[ 1] + A[2] * X+ A[3] * Y+ Al4] * sin(A[5] * X+ A 6]) +A7] *sin(A 8]
Y+ A9]);

YNEW= A[10] + A[11] * X + A[12] * Y + A[13] * sin(A[14] * X + A[15]) + Al 16]
* sin(A[17] * Y + A[18]);

}
if (ODE == 6) {
M = 6;
if (N<2) {
AL = TWOPI / (13 + 10 * A[6]);
SINAL = sin(AL);
COSAL = cos(AL);
}

DUM= X + A[2] * sin(A[3] * Y + Al4]);

563



XNEW = 10 * A[1] + DUM* COSAL + Y * SINAL;

YNEW= 10 * A[5] - DUM* SINAL + Y * COSAL;

XNEW = X + EPS * A[1] * VY;

YNEW= Y + EPS * (A[2] * X + A[3] * X* X* X+ A[4] * X* X* Y+ A5] * X
YR Y 4+ A6l *Y+ATFYRY Y+ A8 *sin(2));

ZNEW= Z + EPS * (A[9] + 1.3);

if (ZNEW> TWOPI) ZNEW = ZNEW - TWOPI ;

fun6700() /* Project onto a horizontal cylinder */

{

PH = PT * (YMAX - YP);

YP=YA+ .5* (YH- YL) * cos(PH);
}

fun6800() /* Project onto a vertical cylinder */

{

TH = TT * (XMAX - XP);

XP = XA + .5 * (XH - XL) * cos(TH);
}
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fun6900() /* Project onto a torus (unity aspect

{

TH

PH

TT * (XMAX - XP);

2 * PT * (YMAX - YP);

XP = XA + .18 * (XH - XL)

YP

}

YA + .25 * (YH - YL)

fun7000() /* Save data */

{

if ((int)N

== 1000)

fcl ose(F3);

F3 = fopen(FAV,

}
if (SAV ==
if (SAV ==

if (SAV ==

1) DUM

2) DUM

3) DUM

if (SAV == 4) DUM =

fprintf(F3,

}

"%\ n",

{

W)

XNEW
YNEW
ZNEW
VNEW

DUM ;

* (1 + cos(TH)) * sin(PH);

* (1 + cos(TH)) * cos(PH);

rati o) */
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Appendix E

Summary of Equations

This appendix contains a complete list, in all its gory detail, of the equations solved
by the program to produce the attractors in this book. For simplicity, the subscripts
n+1 and n have been omitted on the variables X, Y, Z, and W. If it serves no other
purpose, this appendix vividly illustrates the power of programming languages in
expressing and evaluating lengthy formulas! It is worth emphasizing that the
attractors that come from simple equations are every bit as interesting and
beautiful as those that come from complicated equations.

Case A: D=1, O=2, M= 3
X = a; +aX+ aX?

Case B D=1, O=3 M=14
X =a + aX+ aX + a,x
Case C D=1, O=4 M=5

= 2 3 4
X =a + a,X + aX + g,X° + a;X

Case D D=1, O=5, M=6

— 2 3 4 5
X =a; + a,X+ aXe + a,X° + a;X* + agX

Case EE D=2, O=2, M= 12

- 2
X = a; +aX+ aX? + a,XY + a¥Y + a,Y?

- 2
Y = a, + agX + agX? + a; XY + a;;Y + a;,Y?

Case F: D=2, O=3, M= 20

X = a; +aX+ aX% + a,X¥ + aXeY + aXY + a,XY2 + agY + agY? + a,,Ye

- 2 2
Y = a;; +a,X + agXe + a,Xe + a XY + a XY + a XY? + agY + ag Yo+ oa,Y
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Case G D=2, O=4, M= 30

X =a; + aX+ aX +a,X + aX + a X3 + a,X2Y + agX2Y¥? + a XY + a; o XY? + a; ; XY3 +
a,Y + a;Y + a,Y + a Yt

- 2 3 4 3 2 2
Y = ajq +a X+ a X +a X+ a Xt +ay, XY + a,,XeY + a,, XY + a,, XY + a,cXY? + a,XY3
+oa,,Y + ay,Y? + oa,yY + oag Yt

Case H D=2, O=5, M= 42

X =a + aX+ aX + a,X + aX + aX + aXY + axX3Y + axX3¥? + a XY + a  X°Y? +
a;,XeY3 + a XY + a ,XY?2 + a  XY? + a XY + a;,Y + a Y2 + ag Y3 + a, Yt + a, Y

— 2 3 4 5 4 3 3vy2 2 2\2
Y = a222 +2,X + 3, X0 + 3, X0 + A, Xt + a, X 4+ Aye XY + angZY + a5, X°Y° + a314X Y + a,,XY’
t XY+ ag, XY + @ XY? + ag XY + ag XY4 + ag Y + ag Y2 + oa, ¥l o+ oa, Y+ a,,Y

Case |: D=3, O=2, M= 30

X =a + aX+ aXe + a,XY + a;XZ + ajY + a,Y? + agYZ + a,Z + a,,Z?

Y = a;; +a,X + a X+ a XY + a X2+ agY + a,Y + oagYZ+ agZ +oa,Z

Z = A, t+ a,X t a,X2 + a,,XY + a,XZ + ayY + a,,Y2 + a,YZ + ay,Z + as,Z

Case J: D=3, O0=3, M=60

X = a; + a,X+ aXe +a,xX3 + aXey + aXZ + a,XY + agXY¥? + agXYZ + a,XZ + a; Xz +
a,Y + aY + a,Y + aYZ + aYZ + a,YZ2 + ajZ + agZ? + a,,Z3

= 2 3 2 2 2
Y = a,, + a,X + a,X2 + a,, X3 + a, XY + a,X°Z +2a27XY + a,gXY? ; a29XY23+ o XZ + az Xz
+oag,Y + agY? + ag, Y + agY2Z + agYZ + ay,YZ? + agZ + a7 + auz

= 2 3 2 2
Z = a, taXtagXe+a,,X+a,XeyY +aXz +2a47XY + a,gXY? 2+ a49XYZS+ ag XZ + ag XZ
+ ag,Y + ag,Y? + ag, Yl + a, Y Z + agYZ + ag,YZ? + agZ + agyZ? + agZ

Case K: D=3, O=4 M= 105

X = a; +aX+ aXe + a,X + aX + aXlY + a,X3Z + agX?Y + a X?Y? + a X?YZ + a; ; X°Z
+ a;,XZ% + a XY + a ,XY? + a; XY3 + a, XY?Z + a XYZ + a,gXYZ2 + a,;gXZ + a,,XZ? + a,,XZ8
toa,,Y + ay,Yr + @,V a, Yt + a,Y3Z + a,,Y2Z + a,gY2Z2 + a,gYZ + a,YZ2 + ay,YZ% + a,,Z
+ 85,72 + ay,7% + a7t
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Y = agg t ag, X + aggX? + a3 + g, Xt + a, XY + a,,X3Z + a, XY + a,,X?Y? + a, X>YZ +
e XPZ + 8, X272 + augXY + a,gXY? + ag XY3 + ag XY?Z + a,XYZ + ag,XYZ? + a ,XZ + a  XZ?
+ aggXZ3 + ag,Y + aggY? + ag Y + ag Y + ag, Y3Z + a,,Y?Z + ag, Y272 + ag,YZ + agYZ? + agYZ3
+ ag,Z + aggZ? + agyZ® + a, Z*

Z = a, t aX + oagXe +oa,X + a Xttt a, XY + a,,X3Z o+ oagXeY + a X2Y? + ag XPYZ +
ag X2Z + ag,X°Z% + ag XY + ag,XY? + ag XY3 + ag XY,Z + ag,XYZ + aggXYZ? + aggXZ + ag XzZ?
+ ag, XZ3 + ag,Y + agY? + ag,Y? + ag Yt + agY3Z + ag,Y?Z + aggY°Z? + agYZ + a;,YZ? +
8101 YZ% + @yppZ + 850377 + 850,2° + 83057

Case L: D=3, O=5 M= 168

X =a + aX+ aX +a,X + aXxt+ aX + aXy + aXiZ + a X + a  X3¥2 + a X3YZ +
a,,X3Z + a;pX37% + a XY + a; X2Y? + a  XPY? + a  XPY2Z + a XPYZ + a o XPYZ? + a, X°Z +
A, XPZ% + 8,,X2Z% + a,,XY + a,,XY? + a,cXY3 + a, XY* + a,,XY3Z + @, XY?Z + a,gXY?Z? + ay XYZ
+ g XYZ2 + ag,XYZ3 + @ XZ + @y, XZ2 + ag XZ3 + ag XZ% + ag,Y + agY2 + ag Y + a, Y4 o+
a, Y + a,,YZ + a,,Y3Z + a,,Y37% + a, Y°Z + a,Y?Z? + a,,Y?Z3 + a, YZ + a,,YZ? + a,,YZ3
+ ag, YZ* + a,,Z + ag,Z? + ag,Z% + a7t + agZ°

Y = ag, + aggX + aggX? + ag X3+ ag Xt + agX® + ag XY + ag, X7 + ag XY + ag XY? + a , X3YZ
t g X3Z + agX3Z% + a, X°Y + a, X2Y? + a,,X°Y® + a X°Y?Z + a,,X°YZ + a, XPYZ? + a,X°Z
+ @, X272 + a,gX?Z3 + a,gXY + ag XY? + ag XY? + ag,XY* + ag XY3Z + ag,XY?Z + ag XY?Z2 +
ageXYZ + ag,XYZ2 + aggXYZ3 + ag XZ + ag XZ% + ag,XZ3 + ag,XZ* + ag,Y + ag,Y? + ag. Y3 + ag Y
+ ag, Y + agYZ + ag Y3Z + a , Y3Z2 + a,y,Y?Z + a,,,Y?Z% + a,, Y273 + a,,YZ + a;,YZ? +
106YZ° + 850,YZ" + AygpZ + AypeZ° + ayypZ° + @y 7t + 2,70

Z=a;, +ag X+ ag X +a X+ a Xt a X +a XY + a, X7 + a, XY + a,,,X°Y?
+ 8,5, X3YZ + @5, X537 + 8, X372 + 8, X2Y + @, X2Y?2 + a,0X0Y3 + A, X2Y2Z + a5 XPYZ + a5, XPYZ2
+ 8, XPZ + 8 5X272 + a5, K73 + A XY+ A g XY + A XYS 4+ A g XY+ 8  XY3Z + Ay, XY2Z
+ 8 XY?Z% + ), )XYZ + 815 XYZ? + 8, XYZ? + @y, X7 + 81,6X2% + 8, X2 + a,,gX2% + a0
A Y? F Ay Y+ A, Yt A Y? Ay, YIZ + A Y + a5 Y32 + Ay, Y + a5 YPZ2 + a0 YP 23
+ Ay60YZ + A55,YZ% + @55, YZ% + A1 YZY + Ay, + AyesZ° + 20 + By 20+ aye7°

Case M D=4 0O0=2 M=60

X =a +aX+ aX +aXY +axXZ+ aXW+ aY + a¥ + aYZ + a, YW+ a,,Z + a,7% +
a;3ZW+ a; W+ a, W

- 2
Y = ajq + a X + agXe + a XY + a,0XZ + a, XW+ a,,Y + a,Y2 + a,,YZ + a,, YW+ a,Z +
a,,22 + a,gZW + a,gW + ag W
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- 2
Z = ag t agX t agXe o+ ag, XY + 3, XZ + ag XW+ ag,Y + aggY2 + a,YZ + a, YW+ a7 +
a,22 + a,ZW+ a, W+ a, W

- 2 2
W= a,5 + a,7X + q,gX + ;XY + a;)XZ + ag, XW+ ag,Y + ag,Y° + a;,YZ + ag YW+ ag.Z +
ag;Z2 + aggZW+ ag W+ ag W

Case N D=4 O=3, M= 140

X = a + a,X+ aX +aX + a XY + aX2Z + a,X?W+ agXY + agXY? + a,(XYZ + a; XYW +
a,XZ + a;XZ2% + a XZW+ a, XW+ a, XW + a;;Y + a;gY2 + a Y3 + a,Y2Z + a,,Y?W+ a,,YZ
+ 8,,YZ%2 + a,,YZW+ a,. YW+ a, YW + a,,Z + a,572 + a,uZ% + a,,Z?W+ a,,ZW+ a,,ZW + a;;W
+ a;,W + a, W

Y = agg + Ay, X + aggX? + ag X3 + a, XY + a, XeZ + a,X2W+ a, XY + a,,XY?2 + a, XYZ + a, XYW
8, XZ + a,gX7% + 8, XZW+ ago XW+ ag XW + ag,Y + ag,Y2 + ag, Y3 + a, Y?Z + a, YW+ ag,YZ
agYZ% + aggYZW+ ag)YW+ ag, YW + ag,Z + agZ2 + a5,7% + aggZ?W+ aggZW+ ag,ZW + aggW
agW + a, W

+ + +

Z = a,; +a, X+ a, X%+ a,,X+ a, XY + a,gX2Z + a,, XeW+ a,gXY + a,gXY2 + ag XYZ + ag XYW
+ g, XZ + g X7Z2 + ag,XZW+ ag XW+ ageXW + ag,Y + agY? + ag Y + a4 Y2Z + ag, Y?W+ ay,YZ
+ agYZ2 + ag,YZW + ag YW + ag YW + ag,Z + aggZ? + aggZ% + a,,0Z°W + a,5,ZW + a,,,Z\W +
a3W + a;o,W + a;, W

W= a,56 + a07X + 810X + 8100X° + @710XY + a7, X07Z + a;,XPW+ a;,XY + a;,,XY? + a,,,XYZ
+ ay g XYW+ a;,,XZ + a;1gX7% + aygXZW+ a;,0XW+ a;, XW + a,,,Y + a1,,Y> + a5,,Y° + a,,,Y°Z
+ 8y YW+ a;,,YZ + 8,,5YZ% + 815gYZW+ 813, YW+ 8,5, YW + @,5,7 + @,3,7° + @,3,7° + a13,7°W
+ 856ZW+ a,5,ZW + a5,W+ a W+ ag, W

Case O D=4, O=4, M= 280

X = a; +aX+ aXe +a,X + aX + aXY + a,X3Z + agXW+ agX?Y + a;(X2Y2 + a,;;X2YZ
a XYW+ a . XPZ + a,,X?7% + a, XPZW+ a; X2W+ a  X2W + a; XY + a,;gXY2 + a, XY? + a,,XY?Z
A, XY2W+ a,,XYZ + a,,XYZ2 + a, XYZW+ a,sXYW+ a,. XYW + a,XZ + a,XZ? + ay XZ3 + az XZ?W
Ay, XZW+ @z, XZW + ag, XW+ ag XW + ag XW + ag, Y + ag,Y?2 + ag Y3 + a, Y4 + a,,Y3Z + a,,Y°W
a,,Y2Z + a,,Y2Z2 + a, Y2ZW+ a,,Y’°W+ a,,Y°W + a,,YZ + a,,YZ? + a,,YZ3 + a,,YZ?°W+ ag,YZW
ac,YZW + a YW+ a, YW + a YW + a.,Z + aggZ2 + a,4Z% + ag Z* + a5, Z3W+ ag,Z?W+ ag,Z°W
ag,ZW + ag ZW + ag,ZW + ag,W+ agW + agW + a, W

+ + + + + +

Y = a,; +a Xt a X + a,, X+ a, Xt +a, XY + a, X7 + a g X3W+ a g XY + ag XY? + ag, X?YZ
+ ag,X2YW+ ag,X?Z + ag, X272 + ag XPZW+ ageX2W+ ag X2W + aggXY + aggXY? + ag XY3 + ag, XY?Z
+ ag,XY?W + ag,XYZ + ag,XYZ? + agcXYZW + ago XYW + ag, XYW + ag XZ + agoXZ2 + a;  XZ° +
A1y XZPW+ 8,5, XZW + 8,3, XZW + a,0,XW+ a0 XW + a,0sXW + a,5,Y + ;05> + 850Y° + a;,,Y*
+ a,,,YZ + a;;,Y,W+ a,,,Y?Z + a,,,Y?7% + a,;, Y?ZW+ a;, [ Y’W+ a,;,Y°W + a, ,YZ + a,,,YZ2
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3 2 2

+ alzgYZ + a1421YZ W+3a122YZW+2 a,,3YZ\W 2+ a,, YW+ a,.YW + a,.YW + a,,Z + a,,,7% +
Ay50Z° + Ay50Z% + @13, Z8WH+ a,5,72W+ a,5,72W + a,5,ZW+ a,,.ZW + a,,,ZW + a,, W+ a, W
+ a; W+ ag,,

Z = Ay +apXF a,,X +a, Xt a X a XY + a7 + a, )XW+ a;, XY + a, XY?
+ A, XPYZ + a XYW+ a o X7 + @, X272 + a,  JXPZW+ a, (XPW+ a; ., X2W + a,, XY + a,,,XY?
+ a;50XY3 + a5, XY?Z + a5, XY2W+ @, XYZ + a,,XYZ? + &, XYZW+ @, XYW+ &, XYW + &, XZ
+ A XZ% + )0 XZ° + 8 XKW+ a,,,XZW + @, XZW + ay,, XW + 8, XW + a,,0XW + a,,,Y
+oapY? F oA oA Yt + A Y7+ oa g, YW a5, Y7 + a5, Y07 + 8 YZW H a5 YPW +
a9, YW + a,4,YZ + a,0YZ2 + a;9)YZ3 + a;9,YZ2W+ a,,YZW+ a,o,YZW + a,,, YW+ a YW +
Q196 YW + 19,7 + 819gZ% + 81997° + 8y00Z* + 8,0, Z3WH 8,0,Z°W+ 8,372 W + 8,,,ZW + a,,,ZW
+ 8y06ZW + a0, W+ a0,W + a,00W + a,,W

W= @y, + 85X + 8,05X0 + 8,0, X + 8y X + 8, XY + 8,,X3Z + 2, g XW+ 8y XY + a,,,X°Y?
t 8,y X2YZ + 8y, XPYW+ 8,5, X°7 + 8,,,X°Z% + 8, X2ZW+ 8,, X2W + a8, X2W + @,,6XY + a,,oXY?
t 8,50 XY3 + 8,5, XY2Z + 8,5, XYW+ @,5,XYZ + 8,5, XYZ? + 8,5 XYZW+ 8,5 XYW+ 8,5, XYW + a,,,XZ
+ 8yagXZ% + Ay XT3+ 8y, XZPW + @y, XZW + @y, XZW + 8, XW + 8,, XW + a,, XW + a,,,Y
T8y Y7 F A% Ay Yt + a5 YZ + 8,5, YW 8,5, Y27 + @y, Y2+ 8y YPZW H ay YAW +
a,,Y2W + a,, YZ + azsszaYZZ + a2360YZ3 + 3261Y22W;- a262YZW2+ 61263YZ\/\?2 + a,e, YW+ a,, YW +
Ap6 YW + 8p57Z + QpeaZ” + 8p59Z° + y70Z% + 8y ZPWH ,7,Z2W+ 8,,,7°W + a,,,ZW+ a,,,ZW
+ 8y ZW + Ay, W+ 8y, W+ ay,)W + ay,

Case P: D=4 O=5 M= 504

X =a +aX+ aX +a,X + aX + aX + aXy + aXZ + a X*W+ a, X3y + a;; X3y? +
a,X3YZ + a XYW+ a,,X3Z + a, . X37% + a; X3ZW+ a,, X3W+ a,  X3W + a,; XY + a, X2Y? + a, X?Y3
+ 8,,X2Y2Z + @, X2Y2W+ a,, X2YZ + a,cXPYZ2 + a,,X2YZW+ a,, X2YW+ a,,X°YW + a,iX?Z + a, X?Z?
t oay, X273 + 8, XPZ2W + @ XPZW + @y X2ZW + a, XPW + g XPW + ag X2W + ag XY + aggXY? +
a,oXY2 + a, XY* + a,,XY3Z + a, XY3W + a,,XY?Z + a,.XY?Z? + a, XY?ZW + a,,XY?W + a, XY?W
+ o XYZ + ag XYZ? + ag XYZ3 + a ,XYZ?W+ a ,XYZW+ ag, XYZW + a, XYW+ a XYW + a XYW
t aggXZ + aggXZ? + ag XZ® + ag XZ* + ag,XZ3W + ag,XZ2°W + a4, XZ°W + a, XZW + agXZW +
ag, XZW + aggXW+ agoXW + a, o XW + a, XW + a,,Y + a,;¥? + a,, Y3 + a, .Y + a,.Y° + a,,YiZ
+ a,g YW+ a,0Y3Z + ag Y372 + ag Y3ZW+ ag, YW+ ag,Y3W + ag,Y2Z + ag Y272 + ag Y2Z3 + ag,Y?Z2°W
+ aggY2ZW+ aggY2ZW + ag Y2W+ ag, Y2W + ay,Y?W + a,,YZ + ag,YZ% + ag YZ3 + ag YZ* + ay,YZ3W
+ aggYZ2W+ agYZ2W + a,, YZW+ a,,, YZW + a,,,YZW + a,,, YW+ a,;,,YW + a, YW + a,, YW
* 81072 + Aygpl” + AyeZ% + ay;0Z% + 81y, Z° + 81,2 WH a3 ZPWH ay ZPW ) ZPW 8y 22 W
* Ay, ZW ot ay g ZWH 8y o ZW + 8,0 ZW + g, ZW + ag, W+ a,W + ag,, W+ agp W+ ag,W

Y = A,y FoApgX 2,008 + 250X + ag, X+ a5, + A XY+ ap, X7 + ap Xt W a, X3y
+ a5, X3Y2 + a . X3YZ + a, XYW+ a,, X7 + a,,, X372 + a,,,X3ZW+ a . X3W+ a,,, X3W + a ,.X°Y
+ 61146X2Y2 + a147X2Y3 + a148X2WZ + a149X2Y2W+ a15oX2YZ + 6\151X2YZ2 + a152X2YZW+ a153X2YW
+ oa, XYW + a,  XPZ + a  XPZ2 + a;XPZ3 + a  XPZPW+ a  XPZW + a X2ZW + aq X2W +
Ay, KW+ a o XPW + a XY + a o XY? + a XY + a; XY* + @ XY3Z + a XYW+ a , XY?Z
+ 61171XY222 + a172XWZW+ a173XY2W+ a174XWV‘3 + a175XYZ + .51176XYZ2 + a177XYZ3 + a178XYZZW
+ a;7oXYZW+ @, XYZW + &, XYW+ 8,5, XYW + a5, XYW + a4, XZ + @, X72 + a,4,XZ3 + a,4,X7*
+ g XZWH+ a1 goXZ?°W+ a,9oXZ°W + 8,9, XZW+ a9, XZW + 8,6, XZW + 81, XW+ 8,9, XW + a,gsXW
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+ a9, XW + a1gY F 85g9Y7 + Ay00Y% F By, Y+ 8,0, Y0 + @y Y2 + Ay, YW 8,05Y3Z + a,0,Y3Z?
+ 8,07 YSZWH @, Y3W+ a,, Y3W + a,,,Y2Z + a,,,Y?Z? + a,,,Y?Z3 + a,,,Y°Z?W+ a,,,Y?ZW+ a,, . Y2ZW
+ 8, YW+ a, . Y2W + a,, Y2W + a,,,YZ + a,,,YZ? + a,,,YZ3 + a,,,YZ* + a,,,YZ?W+ a,,,YZ?W
+ 8y, YZ2W + a,, YZW + a,,YZW + a,,0YZW + a,,0YW+ a,,0YW + a,,, YW + a,,,YW + a,,.7
+ 8y, 7% F 8y357°% + Ay3a7" + 3070 + BnggZ*WH 8,30Z5WH 8,40 Z%W + 8, Z°WH 8,,,7°W + a,,,7°W
+ 8y ZW + Ay, ZW + @y, ZW + 8y, ZW + 8y, W+ a,,0W + ay W+ ay W+ ay,

Z = Byg + BpguX + BpeX® + AypeX® F By Xt + X0 F By XY X7 + A, XIWH 8,6, X3Y
t 8,53X3Y2 + 8,0, X3YZ + 8,6 XYW 8,6, X37 + 8,5,X3Z2 + 8,5, X3ZW+ 8, X3W+ a,, X3W + a,,, X?Y
t 8y, X2Y% + a,,.X2Y3 + 8, X227 + 8, XYWt @, XPYZ + a,,,XPYZ% + a,,sXPYZW + a,,oX2YW
+ 8,0 XYW+ @0 XPZ 4 @y, X077+ 8,g.XP7% + @, XZPW + @yg XPZW + g XPZW + 8, XPW +
ygeXPW + 8,0 XPW + 8,90XY + 859, XY? + 8,0,XY3 + 8,0,XY* + 8,,XY3Z + 8,05 XYSW + 8,4XY?Z
+ 8,9, XY2Z2 + a,goXY?ZW + a,00XY?W + a5, XY2W + ay0, XYZ + a50,XYZ2 + a5, XYZ3 + ay),XYZ2W
+ 805 XYZW+ 50 XYZW + @55, XYW+ @500 XYW + @300 XYW + a5, XZ + 850, XZ? + 85,,XZ° + @5,,X7"
+ 851 XPW+ 85, XZPW+ 859 XZ2W + a5, XZW+ a5 XZW + a5, XZW + 85 XW+ a5, XW + a,,,XW
+ A XW + a5,,Y + 85557 + 8355Y° + 85y, Y+ 850Y° + 500 YIZ + Ay YW 8,55, Y3Z + ag,,Y07?
+ 855, YSZWH @55, Y3W+ a5 Y3W + 8,5 Y27 + 8,5, Y272 + 855,273 + 85,50 Y2Z2WH a5, Y2ZWH ag,, Y2ZW
+ o83, YW ag,5YPW + a5, YW + a5, YZ + 85,0YZ% + 85,,YZ% + 85,0YZ% + 85,0YZSW + a5,,YZ?W
+ 85, YZPW + @55, YZW + a5, YZW + @y, YZW + 855 YW+ age YW + ag, YW + ag YW + ag.q7
+ Ag0Z° + A6, Z° + Az, 2% + BggaZ° + Ay, ZWH Q305 Z%WH A5 73W + 850,72 W 85, 7°W + 850077 W
+ 83,0ZW + a3, ZW + a5, ZW + ag,5ZW + ag,, W+ ag, W + ag, W + a;, W + ay,

W= a7 + AggX + 85g;X° + 5g)X3 + BgeaX? + 830, X° + e XtY + 83eXI7 + 50, X W+ 850.X3Y
t 8y90X3Y2 + 8550X3YZ + 859 XEYWH @59, X37 + @39,X372 + 8,35, X3ZW+ a0 X3WH 8,0 X3W + a4, X2Y
t Ay0aX2Y2 + Ay X2Y3 + 8,0 XPY2Z + a,, XPYPW+ a,,X°YZ + 8,0, X°YZ2 + a,,,X°YZW + a,, XYW
+ a,0sXCYW + 8, X2Z + @, X?7% + a8, X°Z3 + a,,(X°Z°W + a, | X°ZW + a, ,X?ZW + a,  X°W +
a,, XPW + a,  XPW + a, XY + a,,XY? + a, XY + a, XY* + a,,0)XY3Z + a,, XYW+ a,,,XY?Z
8,,,XY2Z2 + 8, XY2ZW+ 8, XYW+ 8, XYW + 8, XYZ + 8,,,XYZ2 + a,,0XYZ3 + a,, XYZ?W
8,3 XYZW+ 8,5, XYZW + 8,5, XYW+ a,,, XYW + a,, XYW + a,, X7 + a,5,XZ2 + a,34XZ% + a,,,X7*
g0 XZ3W+ 8,0 XZPW+ 8, XZ2W + 8, XZW+ 8, XIW + 2, XZW + 8, XW+ a,,,XW + a,,XW
Qg0 + a,50Y + 8,5 Y% + 8,5,Y% + a5 F a5, Y0 Ay YiZ + oa YW a,,, Y7 + a,.,Y07?
8,50 Y3ZWH @, YW+ 8, Y3W + a,,Y2Z + a,,, Y272 + 8,4, Y273 + 8, Y2Z2W+ a,.,Y?ZW+ a,4, Y2ZW
8,68 YPWH+ a, YW + a,,Y?W + a,,,YZ + a,,,YZ2 + a,,;YZ® + a,,,YZ* + a,,.YZ*W+ a,,,YZ?°W
a7, YW + 8,0 YZW + a,,0YZW + 8,5 YZW + @, YW+ 8,0, YW + 8,5, YW + 8,5, YW + 8,57
Bugel” + 8,g,Z% + AygeZ* + 89970 + 8,007 W 8,9, Z3W+ 8,0,7%W + 8,5, 7°W+ 8,9,7°W + 8,5, 7°W
Ay96ZW + 8,9, ZW + 8,057W + 8,06ZW + a5 oW + a5, W + agp,W + agp,W + ag,W

++ 4+ + + + + + +

Case Q D=3, O0=2 M=230

X =X+ 0.1(sane as for case |)

<
1

Y + 0.1(sane as for case |)

N
1

Z + 0.1(sane as for case |)

571



Case R
X=X+

Y=Y +
Z=2Z+
Case S
X=X+
Y=Y +
Z=Z+
Case T:
X =X +
Y =Y +
Z =7Z +
Case U
X =X +
Y=Y +
Z=2Z+
W= W+
Case V:
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D=3 O=

0. 1(sane as

0. 1(sane as

0. 1(sane as

D=3, O=

0. 1(sane as

0. 1(sane as

0. 1(sane as

D=3 O=

0. 1(sane as

0. 1(sane as

0. 1(sane as

D=4, O=

0. 1(sane as

0. 1(sane as

0. 1(sane as

0. 1(sane as

D=

3, M= 60

for case J)

for case J)

for case J)

4, M= 105

for case K)

for case K)

for case K)

5, M= 168

for case L)

for case L)

for case L)

2, M= 60

for case M

for case M

for case M

for case M

3, M= 140



X =X+ 0.1(sane as
Y =Y + 0.1(sane as
Z =27+ 0.1(sane as
W= W+ 0.1(sane as
Case W D=4, O=
X =X + 0.1(sane as
Y =Y + 0.1(sane as
Z =Z7Z + 0.1(sane as
W= W+ 0.1(sane as
Case XX D=4, 0=
X = X + 0.1(sane as
Y =Y + 0.1(sane as
Z =1Z7Z+ 0.1(sane as
W= W+ 0.1(sane as
Case Y: D=4, M=
X =a; + a,X+ ay +
Y = a; + a,X + agYy +

X2 + Y2

for case

for case
for

case

for case

N)

4, M= 280

for case O

for case O

for case O

for case O

5 M= 504

for case P)

for case P)

for case P)

for case P)

10

ayl X+ ag| V]

agl X| + a;l vl



—~
Z
1

1000) / (N - 1000)

Case Z2 D=4 M= 14

a; + a,X + az¥Y + a,Xx AND a.Y + az;X OR a,Y

ag + agX + a, ¥ + a;; X AND a,;,Y + a;; X OR a,,Y

X2 + Y2

—~
Z
[

1000) / (Nyy - 1000)

Case [: D=4, M= 14

a; + a,X + aY + g, X3 + ag| Y3,

ag + agX + a,; )Y + a; | X &, + a5l Y2,

X2 + Y2

(N - 1000) / (N - 1000)

Case \: D=4 M= 18

X =a + aX + aY + g,sin(agX + ag) + a,;sin(agY + a)

Y = a, + a; ;X + a,Y + aj,sin(a X+ a;) + agsin(a;,Y + agy)

Z =X + Y?

W= (N - 1000) / (Nyy - 1000)

Case ]: D=4 M=6

X = 10a, + [X + a,sin(azY+a,)]cos[2p/ (13+10a,)] + Y sin[2p/(13+10a;)]
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Y = 10ag - [X + a,sin(agyY + a,)]sin[2p/ (13+10a;)] + Y cos[2p/ (13+10ay) ]
Z =X +Y?
W= (N - 1000) / (Nguy - 1000)

Case 1 D=4, M= 9
X = X + 0.1a,Y

<
1

Y + 0.1(a,X + a;X® + a,X2Y + a XY2 + a,Y + a,Y3 + agsin Z

N
1

[Z+0.1(ag + 1.3)] nmod 2p

W= (N - 1000) / (N - 1000)
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Appendix F

Dictionaries of Strange Attractors

Included in this appendix are alphabetical listings of codes for those attractors
shown in this book whose figures lack the full codes, a selection of additional
interesting cases, and a list of special cases of historical or mathematical signifi-
cance. The numbers at the end of each code are the fractal dimension (F) and the
Lyapunov exponent (L), respectively.

The cases below represent the ones shown in the book. You should be able
to identify them by the first few characters of the code. The disk included with the
book contains the file BOOKFIGS.DIC, which includes the codes for all the cases
shown in the book. You can enter these cases into the program manually using the
I command, or copy the file BOOKFIGS.DIC on the accompanying disk to SA.DIC
and view them automatically using the Ecommand. Note that the contents of any
existing SA.DIC file will be lost when you do this unless you use the DOS command
COPY SA.DIC + BOOKFIGS.DIC SA.DIC to append the new cases to the end of the
SA.DIC file.

BOOKFIGS.DIC. Codes for attractors in this book whose full codes were not given

JJ| CKAFXI OXFVGOCI DNI VRPSFYPFGABXKKONQWPAMI GKAGXDBBWFHGXBTPNVD 1. 80 0. 01
JNRVAPNYFVEDG VLUUFLVKNVCGOQFEHWUI SYBJ DFJ CKLMKRSYVPPKTBFUUAFQQ 1. 56 0. 13

Kl RCGTGYRFOSXCKFO RNXFLPDLXPI SDSOQUTO TXGAWSQIG MOLT
W UPPCEL GSL TRERRKTKJ TRUCI QVMNREJTAYYAW EJ| SI XDAEUOO KW 1. 79 0. 01

KJJ UPXHPMACQRSPYGHT FL GCYTHUSKVNUT TYMMVG QFSKUJ YJ J HGCQ
YFHLVSCCXAEVHDUNI VNNBUWORXJ EPVLJ LDAGCBLI RTKJIDDDI KQUCSVE 2. 33 0. 07

KKGKUQRW/RSUTWDGT QHVAY UXCJI RDVWBPHI CJ HHSTL BDXQOFFPMNUATX
RCYBMBSWHGBQPGRSOVRTLCYGRLQLTVQI | | VDLTXIEJOHAWUBVRNY 1. 97 0. 03

KKLXFI MKRYNPNSNVI TI BHRMPYHHCNHW. UPKCQQT YNJ AKGWW.MBYFEP
MRUHRARL GHHT L GGYQHEQDHOQT FYRGVUHDCQGOHXYMNFGVGENSJ T 1. 79 0. 02

KKSLVGUQT YKUFHNSDSWCSI TGEFKVCTWKSI ENVBOL BQQTGOYPHKGPFCYU
UHI OHXVIVEFAMMCPRNDI RBQRQI LCLELNVWEMCYLUHI KCI FERQDBM 1. 49 0. 01
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KLGFLNWIMETVNL HHPT L PMVDAJ KBJ BCCHTRI BKGUEDDDDI TBJVI HB
UXI YGT SMGYXTQFASOOT OCDDSYAXGUL L LOQCPOXSYVPXBOVOUHRNPQU 1. 99 0. 03

KLLRVFAKXNT CPVWKWENDJ VNGQAQEXT SKI DVOYMFMKNFWOFT L MGRX
DVKJ ATL BGFUBOSW HUDOPYL YWKQSORNXGNL NSVWBEESQRTHUKAHBCKSO 1. 24 0. 04

KLRLPKPHL PXFQRGNCI HUTVSFPFTSI QM FUSUTCOGFSMQ DI ECRT
ATYGZQKDCRBBRTDXFWKHOBMHHI RHNLETJ BWAPEUCNSERHFYDLLWANFUD 1. 17 0. 10

KNRRVWREMTI CABPSKHMLDSDCI SNDJ QQUYKULFQ LAWGNTHFSSYTUWH
YFRWHL UUSMCBARBCVWHMGAL NONSDKSXXBAPKVLXI TVKFAFLI YXWBPS 1. 25 0. 06

KOCW/UCRHI BOOAKVSXHI OPGUQRBHRHNNOI PEM JNYHVI G OGPVBDQ
QNEASMCPJ VHVWGWFWI AKHYNTRBRI LCOTLMLI PI BTGHOANGNOVOHOWQ 1. 69 0. 05

KPBM_WI CBCWAT DWWMVHDHWFKVDL J UERT ML BNNL KKRJ AVHUT ANQL UL |
AYKQNXVBMHVGUEMAKAKECQJ METKFEQNVAVUXKQI RNBRRCSARKVMCT 2. 40 0. 06

KPGQHOXCGSSBMWWWFQEKRL XEATUYYGEG El RKLJ UYDJ TNBRHWPCXGGU
VGFOWWBDXEDKXEJ SHI HPPKQDZKIMNJ GVAFJ LVLKVWAKKLXPPVNKZEG 1. 78 0. 01

KQEDOFHXFPJ EPRTQBL COAVOOACBDT UTUPFDGVBVL GYDOFHYTORPW.EYL
NFTUEBOKBDXOPNWANPKPCFAXEVWRTDDLJ XMVYHUPMVPPMADEJDI 2. 07 0. 09

KQWPL CKL EMODOGVAWC! YBECAQLVWEHASTRBPPOMOCGEKI VI EPRCWEFSRHK
L QBVKCPPHWFVCVGIENSCDI YBPYCLHVXO Q CONHAWJUCFPCT 1. 53 0. 07

KVFL HOBHL NECRWRHQKSDSHEI HKOGGUVTRHPI GUPL RHCWBSMKROEFXQM R
I UYCOL MRGUJ LHVBNGUCTMOHQUEPPXETTQWNI O JTTI Al SQTBFC 2. 08 0. 13

KYECWCL FXSOYVGXRWAHI I AAJ LNGWPEL SLMVRUMI'SGI | SGDSKSNKTHNBCOG
HCYW. KXGLKBPOPNALOTJ QNI MFOSOVGIEGQLI LMTFUDYPWNSM 1. 57 0. 04

LLLRCRWWN.EAGRMETG DAKI FLPCPTJI PEVSKTMAAWFPFL FTHGI BBFDAXTKKDTNFGAL QAHSBYCBSGE-KYYTKWP
MOGADVYEVEBNWAYDI BRSADTVI TQBMNE BADRXGKT SDKTAKFWEYCFHVBY YL KNXDIVBKCL EVWDHDWVCVTFESSI UXY
1.74 0.06

L LCBPCENCHDFPDMEXGEHXYSNDRNQASI TFDLI UXNCFI OMLHRBXQNSQYRPCRI NCEBDSVFJ AFNWIXMEURSBCQKN

XCTAUCFRTVOCHUTYG) BHVKBFMDI NCEMLFKHI NGEBSRBW.SLBWEI XOVFVPPYYH WKDTWAMCDQGONCRNWWITI GBI
1.31 0.11

LLCEHSEAVYR DKPRPVPPGRHEQMBKCDXTA] QUWZKCAHPL BRI GFVRSLQPBPL STXUVHUTXHWMB! KCYXFPXSOMPCEULCRA
HLXYHEFJ OBDUT CPYPUCJ WOUNDOWAMAMYVEMI HF DSDOFGKKDNNEFEF Y UPEUFL RFVWBCORHDRDOOGAUXK
1.49 0.05

LLVXALUXOEKASBQI HPXGY THEM/EPBEBFUCPTAl EENVWURVDOA EGRYJ FQETRECPQPXCE] DOBL TNTRORXWRCFGHY(K
UBRUAGOJ AKHYAYNCCBBQUVJIRBI FNVECRAJ KXL REYDQUKFUI T1 MTEBRAUBTI QKABQSJ NURTMI QCXADBS
2.01 0.18

LM G TVIPFKCEM.HW AQEEQN QXFAQCVHEVKBONWINPYMNXKYT HO DBMIA-QACXSKI LBJAHYRPQJJ LUYVSOVFUSPF
NMAOT PPXST SKTOVNNGANGOHKVRBYVDGFCYWDYGI VYHBKL I BSMKBLENI Pl PBNI NHNCKPUI YQQG HWXKY
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2.07 0.04

LM_MVBFUTNI MAY TCVCNEFQTGAANI PARFMGT DKXFMDYYFW/UKBQAFUVKGWKMASSQVI PQOEL OBOUFRT
PQYAYQNCL YKCI QTSKLASOQTYTEL DLKWIL QIPXLRNTVOVDYOTT FYUCEYAERQ) SHYRTAVM.OXVI AHOYPUYI QM AKKMINGQ
1.64 0.04

LNKNTCMVSUJ KTQRDDT SHEAOXJ HGW W.OCFOWFRI NXSKEDBXUL GJ FPOXYXLBCPEMRHI UADATTJBLEY
G<PFWPPLWNYWTWYBNUOYGI PSPAHNTMARVIKF. MYCRSY! KEKXYPKAWAXROAN DUSRWQCAMPLL RTUQANETLKI GHBTVTU
2.13 0.16

LNM WOGEDRYTSUWCVPQSEWDL ML PPCCBUBCUWFCOVRFYPJ PEPI UCKHKMXI NQPL AKRHBDPYDXCMEDGFXSVP

QNEFQXXI CKTOOQUBSDL VF WAHOCKHYUPRVYHXATKBCBOMDYNPOUHDBI MoV RAMEFL WHQOCHCRTHWEBONW UTHBD
1.52 0.11

L OKEHGAFFW/BWL YJ BUSENVJI SYFTEl VNI QUROXLUTNGNKCPTHI M. DFEAUL SHOKCSEL HUMAQVBDTLLRI NVH
CSQRAXIVPBTUCONT H RUBFCREOXFFMEKCPI LEDIVBBYSFJI YFDUCKWRVSFFEKUMITKTEEMI GURMERXPI X UOVFI DXL
1.58 0.04

LPJDQLOHBBPUULI YJ LQKECL SL TRDDKL YDGSBCCBEECR! M EBNVADGT COEMHEMEDAM. TJ VCBQUAFBGPVI KO
VHTT BUHVHQL KBMBVPKXRXANHMCRIW KFMUDTHETBGSPO ENGAPPKLMRNVTVTNEXQTFLL CPAANVBRES! QQJ ONGSRY
1.59 0.10

LPSONL EVWSHNHOG! YSDORACSUHFFRQORDF TEDARDCDUPFSCHOL EDWNEOFBNGVDAKI YNEBQUDHXHVM CDXT
PH_BFBCYCHGOL YCHQTEHXOTCBT.J GFKMUNL J YRHTDL TRRW. NI CPMGTDPWRRGUTUREPUNSSRPYRVE NGECTLTOVTQR
2.02 0.16

LQGUEQNPDOHTJ | | BLBAHSGBKUBO! OLLBKGL BXTECWGE] KBML XFDGNDVKFKL BRABDOATTFJ NRNOL XSEOKFD
UXYHNGELGNGOE CI TN I KGOLBNJ CRKRWLKSWI TETVIGF RBCSYFRAW PVWCAL LUQXKGRAQT TRI SGBHQAN DVBECXP
2.14 0.11

L TASNEPHQORGL RL CDNJ MAHGY'Y SGHKL MAPHNPOVECDNTENEXDKCRPPVKT PMTBBXPSYSDKEFL BQEVDRNGI LY
FTOAUHVWUGUGONARNIPCSNKDTYDVMENUF GPI VOSXMCTFAYYGHXQAPUY! RVBDFRACHWNAL CSKAKPKOANEXN OGP
1.46 0.06

MKAI UOAYHHCL XYSI TOWUNWOL MVDCEQL NQCCVPPHAONXEFCHL XVGVPLRKOFNPS 1. 41 0. 01

MKVWAF T QHWEF BKCFHMUSVFFFANCROGSSPPGOYTTCAONI ULPGRI TEAQWQ CBKK 1. 59 0. 05
MVDBTQODXQJ LNOSVMTKEI CYSWNSL PFNMVL KNSNYNL PFBPKMWRUYSPDVSIDUH 1. 45 0. 03
MNGFOFMKCY! FGJ SSOVQKUYKUHT! T VEMUHNPXMFABUVWKGAMONQOXMGQTVIQOA 2. 05 0. 02
NMCSOXFI DMFWROAJ LWHY GGVIVBKDI HUDL VT YJ MPAXVI OQPL TQNL FL PEERFQTWOHSOYPJ B
VEMNBUEURXYUGHVQAI MVRL PNBBQENHGQUDJ UL MNNFXCKXRXFSGUCS! GLPUHLVXAXHI RTONKH 1. 54
0.02

NVCYETOQNYDVWARVHDVWL ORI DI MIXNDKLKYHVKWOBI J FUFRI HVSSWRBMYEL RRUI FIKLI

El FMVHI GNUVKUPKFVTGBYQLRBNHI OJ UQWOQAG MATWYVFQQGPLVJ L POVSHQDRFNTCVFRKALND 1. 46
0.02

NMGQ XCGPI RHOBACEPHYADFLI FPRLWKUAACPMHHBPGAJ | XKNHOPRCCRGFXHBOWBEN
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XLILI MOBGEQL YPJ REMIOGGSXVXPMADNFRIOVQ PXVRRVWLAI J VL PRQGHFOYEVONELJOEGNVTSGIY 70
0. 02

NVHHSPL AXQSKPASBUMAEJ FHNQGGFXFJ ASUJLMPGE Pl HAUT XOHXCHOVDDKEKT
HDKLRI | SWEM_QANHVYSTI UBVDGAAFRWKI HYRAEQTT WEDYMI HEWFHI OTUAKVDPL EUVMBRCDUBBFCDVNL U
1.72 0.02

NVHYYGLNL OGHOXY! VNWQDVI MRNHORRRWANKGIVNY FMVVOQRNRTMMILOPCI QRNVNDUN
WVGFI BOVEFWGE KFSNPRRMCT CCRQCQI QECWDQVTOJ EOMLI QI MHGI CI CTUSI VRCDNNSL RCEBUFREZXS7
0.13

NIVIVXNNYL NKRNTYJ ATXWDUVGPEQRRMQFO! CL MDUEGKVRQKWVDXRNKWS! HDVBNGOXCP
FPDNPMFVBFKL OSDGOW/JI VXASWARQDVCUCPEBAFXMEMG] ALVQEKI XSGR ANFGBWSTLQKKFQTLQHI L. 69
0. 04

NMT T CQDDQGFKKPI GLW DRHOBVHFNI HNEQCYFMI MYASPNVWDECDEPTVEOT RWQSOOW PH
HFRMQCVGVEJ DCSVFPVVEWWMEEQT QOBWLJ TWWML TLMNTVRI LAQOQBAUYVHHIOVLDLVNYYJDFTENB 1. 58
0.03

OKPMLHFLJLO OOEUVKLFI ADMAL EJ EEKLCNOGRIKVJ | MGQTRAWUUI LEPNL RJWOEQSVBKWN
LFKKS_LNALSTG/ZD! | HVI YIH AS\YUTDSCBIEPYD VEVKERNHIFRIRLA! | SVADUTAHTPS) SSMMNKTEXHEIVIRGAL VO HX RKDY
PVDKGGEL UUSABCJ J J DHBJ OVBWKSFJ L PNPMXFOWYKUKOHL UCYWY TNGJ ODDJI KGGYAKFNEGKNDQKEYQR
AQW NBBVBQKTRNDBJ BVJ QEPXFMXTFOMDCO 1. 55 0. 05

OVVOXNKSAWSVADFBDL AERL YNSOBBXKHL XKHHVAUUERRTVOYMCUI BQFGJ CNSOPJ DCWSJ BVUNMASYJ H
FAEMDENRI UJMAHYQT TPFI EBBAFEJ GTNXLNLPYTBWGEFMPYXLDTPI QTJLOGSAWGT TMVIFKDXHESYMDK
GCTDLNXDCVGXYJPBBFHAJ GTKYH W/HFCDHQ KQFCKPXI XRCL QT DMERTBI MMGXQYRQAEKDWALCYSL FOUQUSFBC
BSMSXMXMQTFGVCNUVJI AHCVI QDGVHYSQUUHTGGVPNI W 1. 95 0. 02

OVOQRUJI SLQ HLLAVGPORHXCL MVXSCOMGEMBEJ LBCRIFI W.DFDNABPOUSJ VXEI EXBYAHR

CFAVBP! JPM/PNJ KDOBBUI KKRAWBNYWWWIFEMEGSL QVFMUYUHL GQBPAPM  PCBHASI BTSTWEFKIVKI J QTQFRVMITFAA
CQQFDBFWFGXSYMHPSVYYCJI VEVWDOHXT PSNDJI NFPGJ UKRSEPQVRGNL PNMODUPON TTMGONDXVYYBDFE
PHQAGCRIHII SYGPGYI | MASXURGSBL FAMVYUWTOSHOTCEGBKT 1. 44 0. 05

OVPRET YL SMVWANANPNRJI DKCYFJ XMPI UFGAT CYXEL NGNRHDDPLWLJ UVAL FPI HTV

L KMFGJ NPOCVEWARNMCI UVHBECHDOACRFNVBVWWHCOQAVCT WCDPDDJ CTJ HUI OVRAM PACPDRQ

BWWSCL XRTXMEHAL MLKEEBVDAVLJ | WOHEVWBTMAEQNJ VL UYVOUT PPXKDOT ODRFQWKT NOPVCOJ NVWRKL J
SCMGERKI AGRVHI Y1 SDDECL ROVL BWFWCL PYEMVEDJ RHVHPNRQWFJ UCSSAYFUCY! PPYVSCTSMDP 2. 16
0. 04

OVKXLI BUDPLKNSYDVPOOVLCAI PMVSKGCOECHSOQEPSYBFTAW HI CAVYO

HYQLKRJ HT THOPXPMVAHCRGOW. GFJ ERQY! NINVKTI YOH MUQVUNL L CAHHCLJ EAGULJ BKPJ XTGRT SBWEQU
RTQO EMFTTJILRI UFI TMQFCWAONTSTL DDPVSBJ QRPTEYMYXDQUON

MKVAL SJ SLVCMENQVNI Y1 AUCACMYVPCHKPAYFWYRJ L KBMYRL GQYUKCD

UDENHRUBI GNFKSJ PBABQSDYOXHLVBHKUI | XBUDYJH 1. 39 0. 02

PVMRPHCDNPOKKTATVAYEPWKDJ J SCWNPYQYNJ QABCSPUM

FBPDVWDSI NI EXPVHDSMVRKOOPL GKBEHXI YONCTHMIUJ SUCCROEQKNEF DWNSKUHXOHVKUGXMUI DXRI DDAT
AOMTEKCETBPYBAWCOKSRVCAL BIDVBQIA VAL COMBVBKUQVEPLAT LVERAKSUAG/ER BWMI TKEHKQRBALCH UBRHRBELP
WWOCVWPCKI HNQORWYMADXL MUPVFMIXFI EMEL XHAVEEOEHDOOGM CL EVBPOBGKMQ

HJ OLBEMAXONW YXETOBPOQCL TFFVRYVOVTAPJ CXDVEHTQTOl OALNHVTFKVLRNK
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M YMCRCWKFTWLEl AVDPLLOHHI XHFJ PMQSKML XXPDGGVFKAHLCI TVI
MOUPHSUSEQQQI EKNYMFPVNKUDI TCUEL EWP

VIPLPI SPMOBYFSUEKQKXNTEVUVROVRAMM VYAWWYKVDG! L FWUCEOL TMBGERMAANBPXFVKREQF 1. 93
0.14

RFEJ MURNKY SKVHFJ XVFDIVBKSBJ FFUUI BTEFUDKL RKSDL TGI BHHGPHUHLQYSPG 1. 61 1. 22
RSCVKBQZJ YRMFXUT RKL PCNUEACOFHWFST PFXNDRKGHVWCT XML RGXVNCBPEUMVH 1. 69 0. 00

SAQKAETCTPFRJ AKFEAQRHYFL QZXHNBZ GGGJ HSDVIQQRYYRSWHKU
ORXKNXPG SSZETJ OBEL EUEAL MZYSDXOOL NPQSAUEBUYAACEBFPMCWIP 1. 75 0. 24

SFDUKQT RGSVQGTNHJI CKNNNCONFTCEJ KXEI PRMI MAOZKXHI ERPG
SLKDHYAKJ KAOL DWERUI KI MCXAOXTXJ FKBORSI AVJLCFOKYOTDUTUEVWOA 1. 66 1. 06

SHBNL Cl MXEHDFWCTGGTHM SUI WRQVKNOGVRKXUHGAVBSURGPMQGNW Y
HI XDWOEMNSIVHNGSNRQUXBSMODGHPAHQXBRNPL GYPFBVPMONHPRDN 1. 79 1. 13

SQFECQRRY! URKSQUPQIFXY! GXSI BLHXMGPPQ AZNVOYVDL CAWDKMX
OCMDFHPVRROTLEl SGDMYLO! | PM JXMNSZYMOQSTDI RIRHEUTJVULN 1. 53 0. 11

SSKBHUT GPQHPOEPHRDGFXBAL TEPFKACL GRQNWPI | BOGXWOJ DL SKOQNF
XY! TSI RDNI BBFL CDOURLWRFWFEFI OYBHVMMIBVRVNIWAFTBULDJEB 1. 55 0. 15

SUl STHI XFBRI LKVWHL DWI'NCQZSDCNERFJ GXAJ VEXFVZGTQDDOVECKI (R
SZDYLDBGOEVMGTKYBPSZKXUYKTNPFRMCI NCDGDVNM EXLBDRMKP 1. 65 0. 45

TBEI ESEQRCCIAVWA | MLCJI RCVBW KCDDRBGOCSL| WUNQNRAGFDOBFOBCRXTVVABBAF
GXLWFFADI GBVOGUROQ! T1 GEGDKEUFLVUAJ ONBXNI VRAPRTWCXEMVIQVDI RW Al CFN
NJ KGHBDFFSWPEMBKYKXCGRLCSTI AGASCOSPJTFYEU 1. 02 0. 32

TFRKCBHSZKGAI BHFDVHBWERWAGAKOPMNPBBEBI CJJEVAZDI | VI CHNQQPQ RU
MVAPI WNQXEBBOUWGQXJ L QFHI PGRDNJ FTSCHDL SDTL I HSHEENPJ DGFQJ JAMEDDI L OPUECKN
Fl FHWGPSJ COQAPGAE! L MOXOQHVRECTRKNCLNHYE 1. 90 0. 00

THBDSQARKUURSXNOXNT VUHHCAL ECVHBGQXXACI J JVNCWCXPTXB
FCKGXQSPKXZXCCKWVHVNDAJ DI | SI OEMRZONFYLVXNL QI NUQCNRZJ J SL KDWBAXMOT QAGN
MVGGE | VLOPMI SOCBTXWRDMI J BCBUJ VDPEADZWDULHNXDIVFPIFT 2. 28 2. 36

T KDSMVEKSFJ J VOHCDVI QQCRW AEAEOFL L TVKOUOYRQUGRWRVBRS
VVHKUDOBL KEOARQFQCI CONTEARQPCTCVTM. QMUDUUOL VBQUAYOYKWQ! LIVHOI VGL
ADWYQI AXXLJ YNXW GHCTSAETKI EOL GBUQQFJ ASMQGARMGCOQRLVFADIR 1. 89 1. 42

TLFBEBGPQAJ QL XYMFGYJ CXTKGFDZKCSTBCXBFJ ESQKNOGFGBPW.LDTVL
L PPFBHSKMVFKJ TDQQHHSHI J FXYFLNDCXZJ XOCQT PAHFLI SHTDHFCKI YWSGNWYKEFRW
MAESTCGPRKDYEBSGABMAQEDVEEKEZJ OSQYW/J SLFBKI MPAI 2. 08 0. 58

TNGL FVWPUL UKVAAVNWQFDYANMFMYAJ | JYZVYMGEL DVXHCPKAVXF

RMJ BCQWKRDET SSUZGVMUNE! YHFTEKL PTKJIXUFYGQORKKPECGHI W PURYSXOTTT
BMNYWEAUMXL EODVW UGKNDRRI LVUHL FTRLUGFNORBJ EFMEEMGGQI HBPWS 0. 01- 0. 00
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TQHTPBVXADI MPQSVRDT OT EUGRXODVBJI NGAAY T XWNV
DDDXDQUONAI GEDVYFXPBGHI DXJ OXHBACY QNMHFONNBQXQCGUCRDYDBRY T L BMNXDKNMCQF
NDDYKJ TBQRFBTWCKHVMPGI UWOHPYTDNJ UVKYL YRNUEBFDBOYSHODYYYAYEXC 1. 73 0. 31

UGLI CI RIDBAEOQBFPHVDSPDI UVHNRQHCVYAEBCNPSFNBQGAQAQNKI DHQTPQPR 1. 46 0. 09
UUHXPWNCEPURTFNM OMYQOVRENSHECMCBGEDFHOKXESO QNUGLDRHTFVNI CEE 1. 61 0. 02
UUJ BACFHDEGOKAPREYHRDQAGWPVIEWGNT XXWHPPBRCGFOL HOKQLXBI YIPQYYXL 1.55 0. 00

VFFSCI LFFIKHLPTI XBVAJLOO XCAl YHI LEGQHADVEC]
FHRYWKBXOLMNCUDHI | LAGGFMCPSDPKEMOHI AYDWKAGQVHVVHI | | EBO
NJ CHSTCCXVHCEVXQGYQPCSJI NPUUNHRYPQXBLLUURI XEB 2. 15 0. 00

VFQGCVARGFCI | GFCI1 YQWNAQARFL GRI HCABE
J YGPTBQGWOVEK] TCFUJ HI B SODRBOYEAUFUCNWAJ GVRNI NCGKVKB
PBLVTPDELM.MBDAVFUSL| RRNBPWUNGNHUGL CFSXJ GKYOSMEBKEHKY 1. 55 0. 53

VGKEMAGQAQNXJ EXJI BSMEAXYCMVKHYFGC! UL BNEMFXSQCCOT XAUI W
SFYKOEQGGI NI QYT TFWAQFI KTYKDBYTNGYKVEBRI ABYHW JLG
USPFUFCOHI NREPFAL YEUL XL MCQFBEVYWNXAJCPW/I JC 1. 72 0. 26

VHT Q\VHDQRFGFJ XRDQYRWKCRCQFPSBSNVPESANI CCHC
SKCQQQVNCYL EEEHJ GVKYLRJ I WFEORUNBDYQAFHWENI RSRKEFYOAFM

GCRBBQXDPSCQGQYARKRI MHOPVKFI NAHUXOTTLWWKI BUQ 1. 51 0. 03

VI PHNKSCEEWSDGCOABBNEJ XOBCTAKHTDEHXI FJVHI RTQGXBOS
RNRFRFRSJ QJ UCERMI TGMIBMWAJ I KTMM HBREBUXDQNEUYYYVL
NI W L MFQOQUEYEPDJ GPJ GLDM HSFCIJLWCXEDDETI HB 2. 32 0. 27

VJ EVASEYAEKHGRQRDL PHAXOGBVI OCSXVL VWKGOBT FUMITQXW
SVHBQGBOUXRKYEPQKBRVRSPI FPGTBYVWFQRYGXBL BVWVEL YDGKQ
FBVGFLJMXVBFJ DTSUFPPYAVDCVDQGBMI RUBVLDOSX! 1. 80 1. 28

VKCLEUHORCI EPAEPGXOXQ CXPOMNDFWFOFEOSAQCERPLN
FI QTPRQIUBI | THOGKLCI | GENHRPI ORNRXDRRI SYFBBUFKBDKWSYB
NORDVTFHPHDAURT MHPRVXVFWSGVHOGSCRDI KMXNCVRPI 1. 90 0. 04

I CUJ YONOYWSFMVSWOXT DCQTPWHWIFDI STVUNKMI GMUMRSGQ BVGU
FVKPURL EQKTDUGOLJ FQUWWNMPVBL MEHQBWHL HAXMOQYTL NVIMY DRQOCCKXREWDL UYMHONCRWY/SE
UQJJ CKI GQVOFQAXI AXCQVNNMI ONXI TKI DNVQSRSGARYYBI YDHASUM

AYMCHOUOPKKBKBJ STWSCVDVXDUSWKWOT QVKAYWONPBG

SHNWBGWRBUSGEL GAASI BFBJUPQBI DABHCI RJ EKRVSMYDRWQADI AGRNAKYYAD 1. 62 0. 36

W UKEUQUEHVWOKI VEHANFQCPGOY! GJ CQUKI DROQLRFRHPMYDLFSQ OXUSODQQ
OPBAPNMADLDNL| TGAI XAFKFBKYUHGNPI GAKKFEEADWVAGYGGBWSSFVI BAJW VFQG
BGBNKYAJ OQJ ADSVEMTHDRI NKSTAL PSNXORTFL GYYRRBL BMNKDCMA

RPGVRTHHKKSDDTOBL VSGDGORQ MSAUKBI YRGLPJILPC

PHFAXKFAHCGSFRSMYJ PTDNGYEWSNESCHRCPL QHNOW/ADI XCXFDVMVBQRSYOQHEY 2. 62 0. 00

VKDEDPGPOXL GMOYNFBMPSI YDONGTDI YKHFL SCRYL VKRESBDQHBRSEHGXCGEL VCXDVBMQVSACPDSI TCQ
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NBNNHUXYFAE! BOGSJ MHWHTNKOHBL OHBL QBRDPNKCXEOQOHVUSHPGFYNYOTLVUI | EMUNBI FH
SGXOLKGBI NCAPFRQVURUHEUI VARQW WJYNECWACVCGH! NKEKFEATHVRCCHXHI ROA
Rl AFBWHHQVUT NVSEKQJ J QWCGSCUL QURQSNHGQARE! PCAJ YXOFW KKSNJ DVYEUEPJBHELO 1. 76 0. 18

VKLAAVL ORDCHCPKWGENI LI XUHKAUWAREVFQSGSI KI WRQJ L TRHNFUOYOE

VAXJI XYSTWKRYGEMQYQKEARQUL SN YOXEBXMFPBECEUFTQDGSBJELDI J TEGACHRR
XDNOQFTCARAUWI LI CI UKHCCAKPMI TRQAWFFWLUTLRNUJ TXVAL T | KBUBEVNI VMLUJTYW
LPO ORFVADRHKVFCAEWRXOKSI BQUOKKBEREBMI HBEXYMJ HXXMTI EL YSKXYSKVJI CSLFS
HLHPTWECKPPGYYSPFWGNEHAVERBY 1. 46 0. 41

WKFI DCJ HI ODNDTYMYSQPI CGVDDCQYECDQHC! PAYOI ERSSDVFVHQOAC
KDEJ | KPOKVWSYAQQU PHJ J XUHKYJ STGNSLFFI TGPJ EAUHJ YLEYAS! XWKFPGGBGPP
MDERGKEMYNI HXRXHFPMI XEEKRFVJ NVDI HGJ UMAYTI EQABAROHRUNDCYSGNQ

EANEW QXHRPUDCBHXGACHTWRKKSDAEDI YNSNARSXVUQ VWPGVWGYQQRBGODPJ FYDWQQXT
WPJ DOKQEQHESDNCOEBMLKEL J BMGHAMAETWDU 1. 66 0. 00

VWWHRNECEKBNTNSVBI BKNTHKYDMT DJ OPAMRHQVL MOOKKCSSJET

XHQFAPEEMBCJ KVKBSFRDOL QJ DUYVFBNGWCFNBDHT PCNODDRQUYRGXQEI LCNBKRXW GVLQM S
JIXRVWEUCOL OT XQKAI GLOASPRAXQTEVJI XGT ABDDKTRGYQVBCI OKCXUHGNPXFClI MGFQW

I GYRHTQGSXQANGWBSKQVI KNCTSEEVWDHOWFNWBDRKY T SL GGT KUMAWNUNT ONPWVAVO
TUKSYCRQAE | RGELFRKPMVPYKKKGCLL 2. 21 0. 17

WIQRFNAVWGEUNPKG NI XKVCVSOCGUJ QDUHT MITKSROOXVKT ONNHQJ FHVU

GKCGDDJ CEHHXL SVOWDDQYMI KRVY TVWRWI NGSXHDHGNRVFXNNSW NEDCAAFQBQJ MRSUL

FU BEKGHVEQDDRKAGANGDCWQL XVT QABHNMOBBGHHERNQVNVWIL MAQOBPFRLAUCOQYBBSUEI SAEK
RI OHWWHNWI KFPKGJ BL HYBGVYNWSEQY XBRAFBXVIWRXRI CECFSLI QBVGXRIVVDAKI E
YCCIJHEERAYSCRLEVNHGER 1. 78 0. 47

XJ USDCKDEJ YCDRBCBQFKKI NFBFCI HL YWDDGHDSYQPKW ACGKVETECI W

FODWNAI JKATEBDCFM YBYSGPFNLFPNCCDVATVLWBJI CPBEXVWUPBWIJ STUUYEXOBEDDUXJINI F

UUWAXI JEMIPCXKI LNVLYOSNTLFTBTFMAW.BJ YUHLJ MEPKI XWI'Y1 W DPCLJ I RQSROTUBHQABMBDI YI EBCPM
L BSOVXKDDKTOHRL FGJ KKL GI AONUQXJ YXHEPXMGROT I MOPSWHQI DEL FHVAGFRPLBJ I QQUKNNEWG
HRGSWANUNI MNAL FL PBGNHFYDKPDOWPKUG MYHY TPACHXUOT CPAVAQL CADUHOVFDSI RM

DHBPXYJDLRI PCVJBFXEQYI DDYFEI CPTPLGUNRSWKJI YH

GQKNET CYEFRNYUSSDGXSWRBAPNFKNVAUHVHXY TUQWPXQMIGSI SVFK

TMI KNI NYUFOBEFYGKCW JWAEMOMITRWBITYON TXI JWGVGAPHVENULI CVBSSQ 1. 65 0. 33

XNOYBECRSMOTWDWDPQGPJ PPECSJ L UBTKKGOPWQGQTSPBM SYTUVHN

VWAXUI GGJ RFKSMRAEHML YHQC! LLLKBKJ J DWSUFQYAUET YMVJ LCAPSUSCBUHYFTTTAG

OYFVEEJ XI DKCPOGBUSRXI OOAUAAKTEUXI G CEGWULNLHBHICLDETAXFI CCSLI T

VXTIREJATSH EJG\WHLRYTEQVNKHI BVAFGI W(QFSFPEDEFCQAEFQXFGPEROFUTVBPRFUEBNYBYMYM NMD
LACTXNBWFVCHETYYKNCI SHRRSUUTFWKXMUALWPESAGNHTRBWFATKQKEAEBRGTQHDUEYMI YA GWNPULLC
FVYLMXI NBUASI BHYRMKDXHVSAGSCHL VRUDLJ OVl HQVTKOCCUCQSWA KMPDROP

WKFPSJ LKDEI DMFXUHWFQSBL BNAI SWNSVWKEPCUXUAHCSVUW

YCGLLXNPCRXJIFQYSYJIXM WIVWPI NI RPUVSDWPCTMQGW/EL QVIOFEBUB 1. 50 0. 58

XPOOCSENDL UDHWORT QDCQDHPWSTUYDL BKQKW AKNPVL AFNNANJI XBYNSYPASAGDEDHT DMAKRVUM
RRNQ OFDKBJ YQTHFYAL OAPCYUORXL YQKKBDFKFYSXDI HSPKGUDUVWMGDAI QHEDMURPYAQRONAFMI |
XKGL QVNXDYBKYMVHHHYVVGYDAKBL MDI MYOYFCI PCVYCCTDREHEPFEYUHUHUVRQCVBYPXUI DL

Ul VDL.J.J BNDNGERY WL FDNL GKDRYUDPVMCWNACGGKYBI El KVKNRNFVFEVMXIVHI M GKSMQEOQFVWCBP
JTYTXYVSPOQYOAPEOVXOQBHDL I BWPNHOUPUUXJ XJ PYOSUGQHI CEQDNAFAXDEGRJ
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PMVBKSUNCHBEL CANHOQUYSW TSYNKYUMUKFPNVKGXPMIRHY! ADGKKFPHAKGVION
ALAXAI CFVKURUQGSEPDAI UPMQSEOFI DUQUEKBKGT PBY RMALEFGEHSUDJ J KBDVK
CDXNI XEARYBSNEAXGCAK 1. 38 0. 14

XRDYACEYFENFXMAIVXXPSSCWORVL AKL AFXSADHCQGWDRGUXUKURRL OAQT DYUAVCPJ PUPC
TPLW/I OXMCCHRUYNNPGYYYBTSOHAL FLBLBGQVI XKUJ DSCTPFDLXJ OBXL KDBTDANERYUD
ESXI | RMIFBOSGBM AJKCRXXNL YQAFVBACVXQVMRTJI FUUG GOBPCKAKOKPBWWYRQQYVYGJ
WPOKTEHEBWCYY! BXVOL KVFGHDPQAOQKQUSCL DCLRBDPI | FRCMLULATVPCDSXRDI OY!I LUL
OUUCFRUGWAKAJ RHNOI EHI UPMMCL PJ SOLVOTTKGQNRNAL LDKI | OVAQNAKEQLETI LABC
ROPKFXXTPHGVPGUQLQ HI GODIVBVDWOGPKYKJ AJNVMI Bl UJKYPHFYBH

PEAOBETXFGKPJ KTDOVEPQVHCOWNARVTVI | MKUPCMUNTFL QAVPYABQLNYEAHFI MORL GHJ
YDLI GQFAGAYKNQVOSXWSL HUFTQRW HWEDJ CEL YGHXFMY 2. 31 0. 24

XTPXAPOKYSXEJ CLEHGQGYXTG L QANVASHNBSHSWNQHHUPOSBWSXDDRPUQPT.J VPGA
NCRXHBFOVHXHEJ KHRTI HHPBRPVEXOCFFNUUUUHUHKSHYCTJ GAJ MJ AMUKI MQJ OBQDGPDBL BN

L MVAFNYGWCI UPVHNMACL TI NFJ UEMBNIVKUMABSHYBRTAHI RDTFG YXOMFAYVXXSSXI UQFBGOETJIK
KTNVQPBFPQOCXNQI VROLJ OSXI QFUAGANAT YQI XHCTJ LL QAHEJ ODVWDGI MPBNR

GFF.J OYGADQESGDHSCORYQUGPYNTBMUDDOGL EKUOMITNEXSXOQKMEHFFAGTQ

Y FVDRCGDT SUKEBNPPXDHHNKNOT EKMADHDL GNEJ Ul TQNGXDL BN

GABYJAR! | | GOQGGGQUTTCI YUQNFWATVBDI HXARWNFI FSMUNVLAPI YTBDVGVCOWCPUI MFWAKYQOKKO
PGXCRFSEUPOKHYTPOTECM OHCSFGSWCUBPAAQEDAM TQSHTG 1. 81 0. 45

The cases below represent a collection of additional strange atftractors
chosen for their beauty and diversity. They would have been appropriate for
inclusion in this book if space had permitted. You can enter these cases into the
program manually using the I command, or copy the file SELECTED.DIC on the
accompanying disk to SA.DIC and view them automatically using the Ecommand.
Note that the contents of any existing SA.DIC file will be lost when you do this unless
you use the DOS command COPY SA.DIC + SELECTED.DIC SA.DIC to append the
new cases to the end of the SA.DIC file.

SELECTED.DIC. A selection of additional visually interesting attractors

EAEUBNVI AHERQ 1. 36 0. 16
EAHSVI GTJKOTB 1.22 0. 12
EAMIMNQOXUYGA 1. 27 0. 10
EBDNOAXZINRSG 1. 41 0. 20
ECDIXI YLSYQUM 1. 43 0. 11
EDSZHYZHEKUNJ 1.45 0. 13
EENVWUQSLHYSAT 1.46 0. 15
EEURCEQVLRNSF 1. 04 0.09
EFFRXAXMGLFNI 1.31 0. 19
EFHUPPBRKI WHO 1. 43 0. 05
EFI RCDERRPVLD 1. 37 0. 05
EFMVMYWCFUMW 1. 59 0. 18
EFOKRI ROFDMPQ 1. 01 0. 09
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EGLXCESFTTPSV
EGOSXRBRCBSPM
EHGUHDPHNSGOH
EHNHBMAVSVEPL
El FLJUWAI CI B
El FVQJFOOLVDV
El JYRRWOBTMEN
El XOFHUZSBQHK
EJOYHUW VDACF
EJXAl CXI XFRHI
EKCBI Ul PLETRR
EKJIXKXKKDYTLK
EKMVIVY SUKEMVM
ELI RZLTCPNHOX
EL RWEFKFHUBHS
ELUFBBFI SGJYS
EMCRBI POPHTBN
EMFPGVXTI | DKB
EMJ DSFTVHGEEV
EMLDRVRQY! QAQD
EMQPUKNVAGCBE
EMIGETXEJWCUR
EMIQ BOXSCVRC
ENDVDPL VKBXEF
EODGQCNXODNYA
ECDSTPMSDFI AO
EQOHVSVPDBGXW
EPKBNVOONOTTC
EQEGJ UASEDNUJ
EQFFVSLMIJGCR
EQHVHQHYTEYQA
EQVEUTI PLADHO
ERLKHGBBDLI KJ
ESOKM_EVUMKDW
ETAPDHJ KMIUBD
EUATW/BSHI | WR
EVAVMXOETHDVQ
EVBUQHNYPGJ DF
EVBWNBDEL YHUL
EWNCSLFLG HGL
EVWQKCSBRBQDI X
EVWQLI JJHEXVPP
EWRAHGM KMCHF
EVKHJ EGNRHQFP
EXXFGRHFTPDVD
EZMCQG XPIMIB

FBQJ ESCSHWVWVHI
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77
26
46
18
17
58
44
35
31
37
20
36
50
44
33
59
39
48
31
34
64
44
24
15
31
46
26
36
41
37
60
26
48
26
33
35
23
34
47
24
28
05
07
26
32
21
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12
19
03
10
02
11
09
10
12
12
03
07
12
11
06
18
05
35
02
21
43
07
16
15
07
08
01
30
25
11
22
09
20
07
03
11
11
37
13
05
17
05
07
26
22
28

Q1
FERQJRKQNOWMUXJO YLI M 1. 21 0. 07
FFEWKYQONQQINVELRTBPS 1. 43 0. 21
FHGVGVHYSSJSHFW BTSUA 1. 16 0. 06
FHHOLCTHYW | TRPCYLEHO 1. 08 0. 16

.40 0.09



FHWHHVFVKFBEKI KSXLMYS 1. 25 0. 02
FI WOJAI | XSPLVYKSUHUEW 1. 21 0. 12
FJMANGGKMZMNRBNKCIGCK 1. 34 0. 07
FKDPVHZGDBDFPTCQHFLXL 1. 06 0. 03
FKM ABSKYNEQUXZZHSMPC 1.53 0. 16
FLAJYVHGVI HGBPQAKYSR] 1.19 0. 29
FLUUCTCPDSRYFIVBQOCYJ 1.21 0.03
FLVWAQNQVNQOOHI QQVBWSC 1. 25 0. 05
FLW AFTKMAQI DI UCXKEKU 1. 23 0. 14
FMVDEEAVKUXTHEYOHOI CN 1. 19 0. 03
FIVKW QQVZNEBRWNCITLON 1. 20 0. 01
FNFI VJTOSUSTIWCIAYCLM 1. 49 0. 08
FNHWL.FXVXQGPFI LBI CUIB 1. 14 0.04
FNOYESLFRWEWERNDUKOC! 1.19 0. 19
FODKJNNRHWCSUAJ TUGHBP 1. 29 0. 17
FOGUKSYQYMBLEUW HRKTQ 1. 34 0. 14
FOVMVVVMIVKCX! DMVVVMVVM 1. 16 0. 09
FQFEO KPUKEI BJOTDQAMY 1. 35 0. 02
FRDLDHYKHKPWENJ TOADXD 1. 63 0. 31
FRHBYPULLAQSYMQYGREQP 1.27 0. 13
FRVMVVVMWVEYPVKMVWMVMW 1. 22 0. 19
FSCEYJ HFADPMODMCUMKVW 1. 12 0. 19
FVFOTKULQ CUAFLQHUKPX 1.05 0. 18
FXHDPI LBCVVHPQIFVXI WK 1.10 0. 17
FYAFYNGBDDHNVBPSPAI DF 1.39 0. 14

GGTLDSNGVTBTE!I NQKQDPQEGNVFMOKES 1. 44 0. 05
G GXPNBBVEMODKOCL XERMUNVVPVECYS 1. 38 0. 07
G SPIVWDOACFTCUBLOVEWKFCXDIQDRDU 1. 30 0. 17
GJNQRXO ML YVLQUNVKDCMXQAOYNZOT 1. 52 0. 15
GKDSEBTOQ OKPQYHKJ UGSWYHMKI CRYS 1. 30 0. 09
GKIWIVI JQTOGI DROEPYKTNWIGABNVBN 1. 13 0. 18
GKPQYRI DVPDGDKTTRRQPHOCFAOARABQ 1. 23 0. 06
GVEHSXHFEMWNXCJ PRTKWADSAPI BBWR 1. 44 0. 19
GMIBI QVTGHEQI FM_DRXEI FJHLUPBBUY 1.56 0. 24
GWMVPSBXJ MZCOFROXCKAFGVDQOKG K 1. 06 0. 01
GNCDXEXXMVEOQBKWKEI MXJMLTDEDVSR 1.23 0. 11
G\VI KAVSGBOYGFMTT XSOQNOTCVDCOZCR 1. 36 0. 04
GOSLDJI OXHGVDTGGNCNOQYNWIBFHYLX 1.35 0. 15
GQHRL GBFRL NFSNXGUKGWEJ KFMQJTGRDC 1. 41 0. 07
GQ VKNI RBQKI YSLXLCCKGEUQVUELLLJ 1.14 0.03
GQXEHVCCL DWBHSHHMUUABJRSPILTTFC 1. 51 0. 16
GRLKHETMSI VYWWVBBQUDMENGRI SGHBSI 1. 41 0. 10
GSEL TBLWWVEENVFBSFAXMVDXKKEDGYXL 1. 40 0. 04
GTUFSHTHCLKCTBYWNMCI SKERQI SFVAV 1. 32 0. 20
GUMVVVVVVVMVVVIMAECDFMVVVMMVVIVVVVM 1. 02 0. 08
GUOBMPCJ RXSHHSCPMQFZVNESALEKOHY 1. 49 0. 24
GXEMONYFKDJ MDTPNSL GHQLHOOTOQBUN 1. 20 0. 18

HCJ BKUPMVMVMIVMVWMWAWMMVM. CMVVIVIVVVIVIVMVMIVMVWIMW 1. 39 0. 07
HHANQRENHONYAT QYPTNXKNVNQEGDVWKYPNSMVMODACBC 1. 13 0. 01
HI FZLMPJ UBERQBKL RRDOAMOLI CDPVRIOTHOBSFUKGVL 1. 39 0. 24
HI VWHSHPOL DT XUCNMYRAYOFBMAAJ FMLNAHI QOBBNXQX 1. 48 0. 06
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HKT SDL OVVIVIVIVIVIVIVIVIVARVIVIVDCIMVIVIVIVIVIVIVIVVVVVVVMVVVM 1. 41 0. 06
HL ONENJ VYCXAJ UVHKRSEUAQANAQGUL OQBHKNWQOVQIN 1. 22 0. 13
HIVIOAQRKMVIVIVIVIVIVIVIVIVARIVIVIVY CMVIVIVIVIVIVIVIVVVVVVVVVVM 1. 35 0. 10
HNBCTKKSQVGKBDNBXSL | FLJWOONPAPCGTYTUXWRVMQU 1. 07 0. 15
HNJ CYVPMFL GQVPHCQEOVHWVE! HI JJJDDCRVYEGUXBSF 1. 36 0. 14
HOL TJ ASMVIVIVIVIVIVIVIVIVARIVIVIVACMVIVIVIVIVIVIVIVVVVVVVVMVVM 1. 16 0. 03
HPY!I ESI XFDBTDVPNOUFHZZPNFOCNTRI NYYVMVLHHZLE 1.33 0. 25
HQJ DYFYUM RBQRDGPL HOBEHGBHDNKVCRSSYVJI FI VLF 1. 25 0. 18
HQVIXVDGVIVIVIVIVIVIVIVIVIVARVIVIVBCMVIVIVIVIVIVIVIVVVVVVVMVVVME 1. 39 0. 06
HROI ARTMVIVIVIVIVIVIVIVIVARVIVIVE CMVIVIVIVIVIVIVVVVVVVVMVVVM 1. 15 0. 03
HRPIVBJ SMVIVIVIVIVIVIVIVIVARVIVIVK CMVIVIVIVIVIVIVVVVVVVVMVVVM 1. 41 0. 05
HRUTHBNTTDGJ JJDTVZBWM FSI DNDFEGW.J| NVMWXM 1. 21 0. 16
HSAXI XDPKULRO QBVOECGZQNWIAEYJAKDETXI OCHIQV 1. 24 0. 04
HUCXVGL MVIVIVIVIVIVIVIVIVARVIVIVECMVIVIVIVIVIVIVIVVVVVVVVVVM 1. 40 0. 07
HVBVVHL MVIVIVIVIVIVIVIVIVEMVIVIVE WV IVIVIVIVIVIVIVIVVVVVVVVVVME 1. 05 0. 02

| GHOWFESUFJJ G UOHWEROO GMGFBEC 1. 41 0. 05
| HESJWNBMQQEOYL GPPBXGNHTJ TPNTUG 1. 23 0. 05
I I | QUBNRHVELI GAG URCSRI WABJSESC 1. 74 0. 22
| | UMWOTLCI VONVKGLXCBGELWJUWUCKI T 1. 48 0. 08
|1 XYMLI VI VWDAXXXLEHKDPI Cl GQUQGF 1. 33 0. 02
| JVSBDFVNDDWANVDIVHDOPCENYRI YW U 1. 08 0. 03
| IVWAHI KPHMVKUVMKFSRHKI CYOl SSQNB 1. 98 0. 02
| KLEDDBHYJKFRYPBNYCVPRSVJI LWEFP 1.50 0. 10
| KTOSTVLDYEKW RCTS! Hl QJQVBSSEWG 1. 32 0. 03
| KTSI RHI CW QSSEVWGBJ QKVLDSYETTO 1. 33 0. 03
| KUELCPYRW FNDCNNRBVQKQREI TYM Y 1. 51 0. 06
| LGEBVMRRGWERRFOQCL RDOOEARWYJIBVE 1. 56 0. 05
| LLMEVW KOGVOI VHTI SBKIGYYEFWSEK 1.59 0. 08
| LOTMOQYJ BPL DUWISWI QDQIVAQLEDQF 1. 49 0. 21
| MNGCL HTMPFKYEQXNXVUETBDSSWOOGN 1. 47 0. 04
| NJ WEGVSOPUNATNI MNRWDQVFKI GVRSB 1. 39 0. 10
| NKRCPBNOVEMVQQKSKYEI JOCQUEYOFP 1. 48 0. 02
| NLJYYNNE! ORHAKLKJKOVIFTFGGSMYY 1.52 0. 04
| NNRCKWREI ASTBGRGPADGVGSHPKMPHU 1. 33 0. 03
| OCVGJ FNYEVPTEQLASRSELPUHOTDBXP 1. 50 0. 07
| OGBGSHOUTDPTRFKCORFDLNKOSPNPHA 1. 61 0. 10
| PBMEFI UKEKPDTZEJMPXSITUFZLFRIA 1.20 0. 03
| PI | COVNXNHPAUADBROXSSACISXGVKX 1.52 0. 07
| PNBJI NVBKXSI | STQCVRQNUPKSCLTXS 1. 45 0. 04
| QETFNINAHI | NXFKUHXYHMITBNISI || 1. 34 0. 08
| QNBDVI SXI PPLGVLRVKNCMORMIOCI HX 1. 60 0. 19
| RGOUVHFM J QBAKEWDI OVQNUSGCNPDU 1. 63 0. 04
| RI VI MLQBPFVPSLI KHJNDSPMAMCBGVK 1. 95 0. 02
| UFPFQLVOLTUAVQYFLEVREPQLSNQRCD 1. 40 0. 08
| Ul MPUSPSEJ NDPKKENDVSEHCVWDVEGQ 1. 36 0. 11
| WBBBVGSWOQFPVBKOPLQKUE! KHSVHM 1. 62 0. 14

JLDVKNSOVROLNI Ul PQVI FKDI YJMYLSUI WGJ FWHTI PRVUTBSGQKVHYPG DKLPH 1. 19 0. 11
JONRJ| UFL W QFQFTUOCWOL PSSEQGBNL GMCKKEXSFGL HWKSDPJ Y1 QNMIQBAI MT 1. 33 0. 02
JUDGRDVXMOHNMOYGPJ | XMNMI PKXEAI | HNL.J KHKBWHJ | QUCGCVGQRSQGQDENMK 1. 95 0. 06
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KFQXCEQYBQSYVWDRSDPXYWOOSL.J L QQURWRI RVOONBFJ J DUQVR
JBFRI RCDOODRY! BWPNXSGREJ | RQIMDKAOFNLUI PMCAI | LSONYUNZDDNRFZ 1. 72 0. 16

KKWOCHREEEJ UQAVCEEBRT VWBVPUJ HI UDNQUUNHZDTHDMYPUGI E
GUPAJ GXNVESDDGCDEMYNCDYI NJ QQDGYHVRMCPHSVIZPQLTVFFFSWODAS 1. 35 0. 01

KL PQQUQYSI XVMQDFDAEI DXBLHEQNKPVWABFUI KWRECWGRWATRKQ
SNZTQRAQUDNEYET SL OBYL SFGGTDWBAYPUOSAYDSPUHIAYTEPVPSYM TP 1. 24 0. 04

KNVXSI BPKCSPMI CYGJ GBKBACKT UEARUPKKHGNUCXUVWEMOCL DKTNJ
YVI HPDQRSDVGHXDRGCTPXUJ | HNFFPPNDHFWFI YBI NJBTDCl UATHBXG 2. 00 0. 02

KPUMNHSVGHFQT TXWL RACVNNRSOROTNEXGQ JMFGPDI JOUYATCHV
NHOUBMQCGYJ L GPHVBBUL J USPSVRNBKCODHHL GXFYUYSANFVFVRTI TDE 1. 72 0. 05

LISVOSYKI TENRTXI FBSANRCXSEGVI NFAFXVHHI J TUHOUI W TDYOGT XANV
| DRAAXUMHHI TIXVLIOFHDI JMIMAI JABSI FI FKAGSEYHSIWSI EARIBSKNKGKVOIHI G
FVRFTGOLXANNQVSI | EPXDKBKKCIJLPI RHLIFTKI SATMISJP 1.55 0. 13

L J UUKNADVUXNGAFRQDIVKI HUDSFRPARHYAGGVEQI WEXOGT RYQT J RFRGDWP
CQHKQW/VDXMSDHXKAAYFUPVTODYHVTUI RSACBM. PYQUCWOPF TEGSRAQONW DHVWVRWHD
RQRFWKTYLKI ULVWCBAXKCGRDCFREDNPJ MNDNVAOGI MEOLLNDIM 1. 43 0. 04

MFFJ SKNPJ KXDRXXJ | JJ GLJ AAMGNL VI TMPLNHEBDFI EMVHRNVSG RVTVO PFM 1. 48 0. 14
MGRWGVPWOGWI CPl RIWWNTPPPGTQFHNL MLUPPLJVWESG SI HPHRYLXPAWOAPHN 1. 54 0. 06
M NXSAGQQVIVODEJ KPNPI TOHHGAQNNPJ SUMACQYQHHFPXI J MSFWPWLNWNQVLRH 1. 73 0. 18
MKSOKQDGVGUFHWOQYL SFUYFQBDHTBSXEMHOUSNDCI PGl DNKNGPKQLSLDQWPINQ 1. 72 0. 05
M_QALFY! JMJ KKCOBFI VNXFEL UGSGBNVWHAYWDI QYDRJ OUWNL M_OPAKJFBFQHHD 1. 69 0. 06
M_LRLDVI RFEJRIG LUQYYYSFKHVQQOWRM | PRGNQJ HRKKHYDIVXS! YMFPLQRWSSD 1. 51 0. 04
MVACCBHNSGDQNRKVVRDNI WOBF SL RBGBML PBRKMNM ORGVDMNTHAVXNEHCLPJA 1. 76 0. 07
MVDDKCBROKY.J MXXQKPBMI SSMSURNI KSONBTWJCCOPRAGVFPNNTVGRNEQDQYNL 1. 57 0. 05
MVHOQK! SLPQJ CPKHVRKWOCRI YWDDHCCMOGI RFCI XI LWIJ QUUXFLCRKNBGONFX 1. 79 0. 01
MVLI Y SWAWFBMXHXQUIMABHKOECI XSHCGVFJ SGCGVQFFNBOQXMNEMLI RCGTNHSPJ 1. 42 0. 03
MVL OL QBGOT TARNT OMGDQKMUPT BDFTBNIVEAWCOMUXL XSI ACMNBDWPTMARNKEFN 1. 06 0. 01
MVIVINL PBOWPGCVVDNIVPQURKHKNXKSVKNMIVMUQL J YKQI FNWMUVCI VGROFBTKNK 1. 36 0. 02
MVMTHI GVYGFFABI QUITDXTWWVBDVACEUXVHHBJ L SXROGSPJ UMCNYFRYMIEWRXOX 1. 30 0. 02
MVIDUOUYJ TCQPFCPFMXWQCK! BKFXT MKMCUNEF QEQOGAKEHMODHRGLONHWWVCRN 1. 36 0. 16
MVIQSQNAJ VTXENL DPNEUWPPGVL Al GBWOMAT SAFWOBI KWWMYQVGBTOVXDI LQKJCE 1. 64 0. 05
MVMYKARXJ GXRDL MKKESHNSJ EQHJ RVEERSWFXEEL SGGVUACEHWYXLIVHNLMLON 1. 73 0. 01
MPGBTHKTSSWCKASI J1 UFPXNLESSLJNUNI CHOHEETONYWOG) SWWNXHOXEBLFLG 1. 71 0. 03
MQCQGOBGVFL HSXPTPDOOVI REBODHGUMP! YTYPHFWBENBNKOFFBLOLOAPMEHUI 1. 85 0. 02
MQVE! | NRFUOYTBNCLVDSANI J XUTTSAWFRVGWDET GAKRVRDVAVS| KBLBUW.CHQ 1. 14 0. 01
MBQJ MJ RQYAJ SCATEFVCPNKHP! KKNKQO WADJ DWGJ BJ FI SINSBVNPHWYMOGI NL 1. 47 0. 07

NVKAI YSQDHFABDVWNQVFPVRI YYVNXPNDGT T OYMT GDI RTAUEXPXI T1 QP KUJ HOONVEEPI CMHUM
| DQLBCXFOFCPI ACOFYJM CGPJ TBAQT RFPAMQVBUNUXT SFHOOMGUNCTEHPTHPCI | AKSKBD 1. 85 0. 08

NIVIQJ NUVMGQFSHI J OYQCMLI OGXAXUCDXMCPKNVDGFQUKRFBVPKWPBL KTUFEREGFHOYOXR

KMAVAYUNAGEECHI DELBIWAGLDI NGXI' I XEPSCHPMPL FMCGOWAACL MHYPATAKUYYTPQFI EEI TNH 1. 58
0.14
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QCGPVUQQI PHUYUL GKOINBJEAZPENSZH 1. 91 0. 02
QDPHNYGLPMVYYQOCUI YOLVKFVFI DM N 1. 52 0. 01
QIFPNELMYBGVUOLEEMIJRI CCDKLQMUK 1. 80 0. 33
QIRFPORVBI LHPHKQVRUDPUDXI JYGBGF 1.29 0. 25

REVUKOGCERMHXEKBCQTJ RHCI VXRRI BQAQYHVCXEXI OTVI VKAKKECPWFGPTHXF 1. 45 1. 99
RFTGHODREUPEL RRVEVVEL SQBHT DDHYYHFONAFL QRSEAMVAJ GPYWYQBUEHFHRF 1. 39 0. 25
RI AFAHL TKWQMGENCDYL EJ NEDYUL QPHI XKUAMSNVDQWKZYDFMVBREESSEGMGOIHK 1. 96 1. 37
RIYQCRWLLATYZGCMHPEZNQNBEDGRL XBSVCZBXHRKLJ VERQMCFKTKGKKBLOECH 1. 56 1. 18
RLBVIVDKPEEHKI DLRFCJPLXOYTVEUPSTSLNJI ZL ANDNYPWYRGCPGRWNUXTWYRVJ 1. 16 0. 17
RNDZJ LUGWZKQUSBPXESCPJ ZDI J CEDQEBYCGCFPNQ KBYDFYHTOPXMKTZLFHNNN 1. 24 0. 07
RQPXHNHUENPJJ O CSJJMEHI EJ EDRVVMSTQASROWAVADDPNGXMCMYFCTRXODNA 1. 30 0. 47
RVKNTJ DL HNL HODWEI GXXHCCOGAZQ FOFXW PUUFUQOVYSFENYXJSUNDQESHDL 1. 17 0. 11
RYQAAL UJBCNPFEHQWTQ USPFGLL CGHDXGAJ WAOKENEFCYOVHGXGHQXURHTUC 1. 36 0. 99

SABKETAXTDI XENYTOTG FVLULGFOQQI El YGPAMRRRYBSCXNNXTYDWUI DR
BFOGPFMRUUFDRLUFJ | LAl GYNNSMVHRGEOCATCDW/LDI SWKMWND 1. 65 0. 22

SDHVI MXI NYTYHPMPGZXFRUCGPONXGAGCVKNORVWCWDFHRIW WDCBHI EY
XJJ GAKNRCTJI MKMIQEHI J UUPEFAGCHI NVBRWDUTY! DWHLJGFFFV 1. 41 0. 91

SDKUSYQVHCLI NLBFHWYDYBYI AAKVI BEUTKG | HQCENPI COYNWAKJJ XOYTYL
KVEQWARAJ| TCEI NHLI YL OADMHNUHWPWQQI LNMATLOQLMFUL 1. 37 0. 43

SFIBUTEWDSLJ Bl GEASAPGL XTCPQPBNBFMMQI FYECVAL MNY CKEVZUMORKUNUFVBPHUKD
KHGJAJKLTTORHEBI FDTQLCMNGGNNJ | SOBI QJVTL 1. 30 0. 06

SSAHQQAJ HWOCL GRCGOGUBHQAI RGAVXWQI CSFKL BYWEBBKOKONDNQFQUEASCI SKXIVWBG NOUM
YHRUL GSPEATARYGOMQVRUQYKPSNVFTLFADPW 1. 19 0. 03

SUTYTGVRGAPBEYAVPTRWRNFJ SDDMUAVSC! OOXVLDHLOVWNCLYGELI MXACI NABQQAI KEL SKDBHO
GWAUPTCTMSBFEWYOPHTOPI XHTUESYNLDU 1. 39 0. 37

TSTDKLCSQYLO QFVLHHXTBDGYMEKRI J BZAFDDDUGEKKWMNI VPI FTDBSBSNNI | XWWXLMPJ EL
CNGTQHOCWFOYHL HI KZGSGQXSAQI GJ J NPUQL KPCEQQWFKVQQOPSL YGPRWUQI CYUFQ
| QAKBVGKRZCDTRSDMOQVENFDI XATYCBH 1. 88 3. 85

UBLFBKKFNATJVTJUKJ FGALBI POHVRUVAROT NVHBLAQVSHVHRGLFJAAABFRIFW 1. 81 0. 07
UKDGI LEXI SFBNTDVQVMXQFXCGMKOSUHDOFPYOOECI EEOPMNL SQCPEYJEY!I GO 1. 10 0. 16
ULYMXJCl VBI BCHW/WSEEKQVKQ OJ BQHQSHI OFBPPDWSMBTVSERGGYPPPATWEB 1. 52 0. 13
UMAL DKMYNVYSDI AQVWHAWDJ CDL FHKPSQEDI WPSOQCBFHGYM VI XGXYCI TMAXH 1. 33 0. 10

VBDI YXAGPEUVXXPCKVYCLPPRBAYDQT EI RDGMWABDI HI J APGSL DYDL MTANMNVHNCL TYBJ GXAYBJ
BLFJXDJ RKOHCNPBI RTSLGSYSDOLUNAQTT J MNVOEI UOKAHLT XWPEMPQQFTMVPUFECVACT 1. 69 0. 60

VHETJ PMKNVHOQNUVBI OTFADJI UXXI QRSGDSNXAGNEKPMCI RI DEHOFTVT PLWJFL NDCW. KHXKKE
LUMBDOHSI BSDEWASPL QVMAL QERMCANDUBCXUL QWY GOTLGLL QF SJ GVQEUI EQQXXWEEKVTPAL. 030. 14

VMVKMRVREPCPYAFRGI BOT PHNQRFXVNSNYQVJ NBXXPKRPVHFQAF
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GFSTHYFKCI DWKOQJ AKRFKHPYHNENT DQLJ MQGVIXTFPBDFUI PAI CDWYAMT XJ DI WGERTHD
OKWFXPLSWFYPXNQWNOBKI LSG 1. 84 0. 44

YAVHDW ODTE 1. 49
YAQCXBTDRHF 1. 43
YBJSRTYCQLD 1. 50
YDNBSGGTQDW 1. 39
YEBYSXDGLVB 1. 54
YELRVNTLOBU 1. 34
YHKTEI LDYRK 1. 20
YLNVRNDFOTX 1. 30
YOI MOEAKWYV 1. 00
YSMLSCXTGBR 1. 20
YVBTGBLINUB 1. 42
YWOABOXTDFD 1. 48
ZAMABPNDUAXGGLB
ZBBCMQDQKTJIPSUR
ZCBI NUXAKUFLEAK
ZCTFTHWKI TVNFFG
ZEl VGPLCKGALTXT
ZFPEI BFLSVW\GFPA
ZKRFMRHHAVUO! KM
ZLFBPYYLFUKVBED
ZNVERCSWWYGDQTKO
ZM VEQTDVEEOMN
ZNFEMVRCI SEHSI N
ZNVI DLJ DFUUQUBK
ZOCGVCVDVPDFNVHI
ZRLDWVOJ KXHBLAN
ZSVGLBHQEXQQMEE 1. 21
[ | AWNTNHKIOCOSY 1. 32 0. 33
[ JIMLWEVTUKDTTQ 1. 97 0. 20
\ ASEFAHYBJUVPHI MAYT 1. 54
\ BBTXCFCIUGDIXKONUH 1. 56
\ | UPGKKXXOTAUMPEPDN 1. 30
\ JI SPFOVANDEBNXUVBY 1. 48
\ JJI ASHWKGPXCGROOWG 1. 36
\ KBDABVBI BRAWWQNMUKW 1. 69
\ LLXGLCOXAIDQIOI CVC 1. 70
\ MEQANCSXDVGCVLGHQT 1. 65
\ NBI AYCYGUSVJFXEJGA 1. 32
\ NGPKOPDSBDCBGVBBPP 1. 58
\ SCNPBHGXI Cl DBPKQS! 1. 48
\ TOFXBCFVQ XXQUWDXB 1. 41
\ TTKFATYUYRXWALVWHQB 1. 06
] CDUHTE 1. 10 0. 04

] FDDLCE 1.06 0.03

] HDFNTE 1.20 0. 03

] HGEWRK 1.17 0.02

] KFUDSM 1. 21 0. 02

] KSFIWS 1.02 0.01

09
36
22
15
42
21
01
12
02
03
41
.32
47
15
59
69
41
09
16
18
87
70
28
04
64
73
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] LTDADG
] MBDXEI

] OTYGNE
] QFWSDE
] RBFVBH
] SBSMKG
] VEI VI K
] WKSAG)
] YDUCBE

1

o

NEAVTPDJJI

09
03
43
16
10
34
01
07
07

2.
AUTKLLW DM 2.
AVRDSNKGRT 2.

.03
03
05
02
02
04
01
03
.01
28 0. 20
22 0.21
28 0. 24

coocoooooo0

The cases below represent a collection mostly of attractors, some of which
are not strange, but which are special examples discussed in this book or other
cases of historical or mathematical significance. You can enter them into the
program manually using the | command or copy the file SPECIAL.DIC on the
accompanying disk to SA.DIC and view them automatically using the Ecommand.
Note that the contents of any existing SA.DIC file will be lost when you do this unless
you use the DOS command COPY SA.DIC + SPECIAL.DIC SA.DIC to append the new
cases to the end of the SA.DIC file.

SPECIAL.DIC A list of important special cases

Logi stic Map: AMu% 0.86 1.00

Del ayed Logi stic Map: EMAVWABDM 0. 99 0. 00

Ti nker bel |

Map: EMVWWMECMVaMBRM 1. 14 0. 27

Hénon Map: EWWPMPMRWWA 1.20 0. 60

Three-Fold Symmetric | con: FMXUEM2I MEMBC=MXMG 0. 79 0. 32

Four-Fold Symetric |con: GvBMYOWAVAMAOMGUAMBEBMYM 1. 21 0. 35

Fi ve-Fold Synmetric |Icon: HWAM QLMWWBM2j MVHMBQWH=M MAMR] MAM ML 1. 13 0. 48

Lorenz Attractor: QVCMBWWGI M2L2M7NWBIM 2. 21 0. 15

Point Attractor: QWLMSNMBLMBLML4 0.00 -0.14

Rossl er Attractor: Qvbl M2l MQVBNMANMBQVBOM 1. 94 0. 08

Poi nt Repellor: QVBNVbLML8 1.00 0. 00
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Van der Pol Equation: RML1OMDKM2KMBOMR8 1.04 0. 00

Synmetric Limt Cycle: RVNMAMBAMBNMBLM2AMBNVAMRG 1. 04 0. 00
2-Torus: VMNVAVAAMZNMLIL M2 AML1NVAMA2NVAVR AOVRSLIMPAMRNVA 1. 04 0. 00
2-Torus (rotated): VMNVAVBAML3NM24NVAMEANMSOVBLMBAMRONVAMR2LMBAMLINVA 1. 04 0. 00
G ngerbread Man: YCMC2MRWWB 1.42 0.11

Tent Map: YM2WWRVME9 1.23 1.00

Lozi Attractor: YWWEM2RMB 1.67 0.68

Chirikov (Standard) Map: \ MMAdWIMAR2MBAWY 1. 13 0. 04

Crcle Map: \ NVWYWWNVYWWH 1.16 1.28

Bi rkhoff's Bagel: ~BVKBDVH K 1.90 0. 22

Forced Danped Hard Spring: "WCLMKMAJ 1.01 -0.01

Forced Van der Pol Gscillator: "WMCMAWSD 1. 68 0. 00

Forced Danped Linear Spring: "WCM3KMA 0.92 -0.07

Forced Danped Soft Spring: "WCNMR2IJMAJ 1.01 -0.20

Duf fing Two-Well Gscillator: "VW2CMKMRD 2. 84 0. 15
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